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If you need to reduce us to one label
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Example applications

container logistics

o

¥ Research




Our main machinery

schedule course ¢ at period t in room 7, or not
min g prio(c,t) - Teygy
c,t,r

s.t. Z Terr = n(c) courses ¢
teT(c),reR(c)

Z Tegr <1 periods ¢, rooms r
ceER™I(r)
Z Teyty,r Z Teptor < 1 conflicts
reR(c1) r€R(c2)
$C7t7r 6 {07]‘}

a naive integer program, a.k.a. “three-indexed”
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Integer programming: Progress on algorithms

» very effective algorithm: branch-and-cut
» industry strength implementations available (“solvers”)

» development since 1991

» computer speedup: factor 2000
» algorithmic speedup: factor 500 000

= easily solve problems with 105 variables and 10° constraints
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The bin packing problem

bins j
Z Tij =1 items ¢
bins j
Z A;Tij < b bins ]
items %
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Performance of the first model
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Bin packing: A model with “more meaningful” variables

» P; ~ all possible patterns to fill bin j

min Z Z Apj

bins j peP;

Z Z Apj =1 items ¢

bins j pePj:icp

Z >‘pj

peEP;
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Performance of the second model
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dualbound
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primalbound | gap
1.200000e+02 | Inf
1.150000e+02 | Inf
1.110000e+02 | Inf
9.700000e+01 | Inf
9.700000e+01 | 114.16%
5.800000e+01 | 28.05Y%
4.800000e+01 |  5.98%
4.800000e+01 |  5.98Y%
4.800000e+01 |  5.98Y%
4.700000e+01 |  3.77%
4.600000e+01 |  1.10%
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If nothing else, take away this message

& in integer programming, a “good” model is crucial
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Detecting structure in matrices

> key to model strengthening “by decomposition”

10teams



Detecting structure in matrices

> key to model strengthening “by decomposition”
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Detecting structure in matrices




Business perspectives
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Maturing from Descriptive to Prescriptive Analytics

Summarize Past and Current Behavior Predict Future Behavior and Adapt

Understand
the trends in
the business

Prescriptive
Analytics
Predictive
Analytics

Descriptive

Analytic Capability

Make different offers || Target each decision Automatically
to groups to a customer's take the ideal action
of customers future behavior on each individual
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Business perspectives

erations Resear
Signal Processing * Image Processing * Pattern Recognitiol

PRESCRIPTIVE ANALYTICS

See 'and' shape the future

Computer Vision « Knowledge Discovery in Databases
Spatial Data Analysis « Domain Specific Language * Meta-data Management
Extraction-Transformation-Loading * Data Warehousing

PREDICTIVE ANALYTICS

DIAGNOSTIC ANALYTICS

DESCRIPTIVE ANALYTICS
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Twitter is full of. ..

Data Science Venn Diagram v2.0

Data Science

Computer Machine
Science Learning

[raditional
Software




Twitter is full of. ..

MODERN DATA SCIENTIST

Data Scientist, the sexiest ob of 21th century requires a mixture of multidisciplinary skillsranging from an
intersection of mathematics, staistics, computer science, communication and business.Finding  data
sciontist s hard. Finding people who understand who a data scientistis,is equally hard. So here s a ittle
cheat sheet on who the moden data sientist really is.

MATH
& STATISTICS

ine leaming
fcal modeling
¢ Epeinen des

ming: decision

2 Unsupenvised eaning: clusering.
dim

nalty eduction
v Optimization: gradient descent and
vatants

DOMAIN KNOWLEDGE
ENUIRNUIN

#r Passionate about the business

2 Curious about data

# Influence without author

7 Hacker mindset

7 Problem salver

¥ Strategic,proactive, reative,
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= Research



Trainin

Keywords: support vector machine, classification, mixed-integer program-

ming.

g of SVMs

Fast training of Support Vector
Machines with Gaussian kernel
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Abstract

Support Vector Machines (SVM’s) are ubiquitous and attracted a
huge interest in the last years. Their training involves the definition
of a suitable optimization model with two main features: (1) its op-
timal solution estimates the a-posteriori optimal SVM parameters in

a reliable way, and (2) it can be solved efficiently. Hinge-loss mod-
els, among others, have been used with remarkable succes
with cro

s together

validation—the latter being instrumental to the
the overall training, though it can become very time consuming.
this paper we propose a different model for SVM training, that seems
particularly suited when the Ga

an kernel is adopted (as it is often
the case). Our approach is to model the overall training problem as
a whole, thus avoiding the need of cross validation. Though our basic
model is an NP-hard Mixed-Integer Linear Program, some variants
can be solved very efficiently by simple sorting algorithms. Computa-
tional results on test cases from the literature are presented, showing
that our training method can lead to a clas

cation accuracy com-
parable (or even slightly better) than the cla
with a speedup of 2-3 orders of magnitude.

al hinge-loss model,
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Evaluation of classification algorithms
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Perspectives

v

What do we really know about our integer programs?

v

What do we really know about our data?

v

Optimization — Data Science

v

Optimization < Data Science

» Optimization <+ Data Science



