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Abstract—This paper solves the problem of multi-target signal
estimation with the aid of sensor networks, given the condition
that the channel state information is imperfect. First, an unbiased
estimator is proposed. Subsequently, the variance of the estima-
tion error is minimized by optimal data the fusion at fusion
center. Moreover, the power allocation to different sensors is
optimized, in order to extend the lifespan of the network. The
incentive to do so is that, we assume that the sensors are battery
operated. This makes the optimal power allocation crucial for a
prolonged lifespan.

Index Terms—optimal fusion, target detection, classification,
state estimation, separable targets

I. INTRODUCTION

With the conception of the internet of things (IoT), sensor
networks are gaining utmost importance. The reason is simple:
IoT depends on awareness and awareness relies on collecting
information with the aid of wireless sensor networks (WSNs).
This entwines IoT and WSN, both of which have been hot
research topics, as well as investment areas, in the last two
decades. The applications of WSN range from environmental
monitoring, health care, industrial monitoring, military appli-
cations, and so on [1].

Usually WSN refers to a group of low cost, low data rate and
low power sensors which share their observations to make up
a centralized, intelligent entity. One of the main challenges of
sensor networks is manufacturing low cost, tiny and low power
sensor nodes. Typically, a sensor node (SN) is comprised of
five main components, namely controller, transceiver, memory,
power source, and sensor unit. Nonetheless, recent advances
in the area of micro-electro-mechanical system, known as
MEMS, have enabled fabricating sensor nodes in the size
range of a micron to a few millimeters [2]. The sensor unit
of an SN includes one or more sensors to measure different
physical quantities, such as temperature, humidity, pressure,
inertial forces, magnetic field, and chemical species. The
number of companies in the industry of sensor production is
increasing, leading to the existence of low price sensors in the
market. Availability of such sensors low-cost motivates the
implementation of sensor networks for different purposes.

Such use cases have been successfully presented, e.g., in
[3]–[7] for bi- and multi-static radars. In particular, appli-
cations of a system of passive distributed radar have been
exemplified in [4] in the context of remote surveillance and in
[7] addressing a high resolution 3D imaging problem.

As an interesting implementation, we can mention the ’Ice-
Cube Neutrino Observatory’ at the south pole, where a sensor

network with more than 5000 SNs is deployed to observe
certain characteristics of sub-atomic particles [6]. Since the
operation of the whole sensor network is mostly intended to
consume minimum resources, while keeping the individual
cost and maintenance of SNs low, an energy efficient operation
is highly desirable. Hence, the related problem of optimal
power allocation and its corresponding energy -aware system
design has been addressed in the recent literature, e.g., in [8]–
[10]. Nevertheless, the aforementioned works focus on a radar
system with a single active source. In [11]–[17] the system
of distributed sensor network is considered for a setup with
multiple simultaneously active sources, i.e., targets. The main
focus areas include the problems related to coverage, target
localization and tracking. Please note that the availability of
multiple sensing and fusion paths in a distributed SN system,
accommodates the joint observation and separation of multiple
simultaneously active targets. This is necessary, when the
source signals may not be separated at the individual SNs or a
low-delay estimation is required. Moreover, such an operation
is gainful in terms of resource expenditure, as the interfering
sensing signal from the multiple co-existing targets, will be
treated as useful signals to enable a joint estimation at the
fusion center (FC). This result in a fewer required sensing
and communication resources for the overall observation or
estimation process. In this regard, the work in [11] focuses
on maximizing the lifetime subject to power constraints and
coverage regions. In the present work we minimize the esti-
mation error instead of maximizing the lifetime. The authors
in [12] use the GaussMarkov mobility model to formulate the
tracking problem as a hierarchical Markov decision process
and is solved with the aid of neurodynamic programming.

The optimal allocation of resources such as energy, power
are important to these systems as the estimation performance
are dependent on it. In WSNs the sensors are usually battery-
operated, which makes the power consumption crucial. Low
complexity signal processing and decision making strategies
also become critical to reduce the power consumption for
battery replacement is not only time consuming and costly, but
also impossible in some applications. Therefore, many studies
are done in the literature, mainly for a single target signal [18].
In [19] the performance bound of a wireless sensor network
is studied, which is capable of estimating the true values of
several active orthogonal targets. An unbiased estimator is
proposed assuming perfect channel state information (CSI) is
available. This assumption is not practical in many related
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Fig. 1: A mind map of the most important applications of WSNs.

applications due to uncertainties in channel measurements,
as well as noisy observations at the sensor nodes (SNs). In
this work, we reconsider the proposed design in [19], in
terms of signal fusion at the fusion center (FC) and power
allocation at SNs, by taking into account the impact of channel
estimation error, i.e., only imperfect CSI is available. We
provide a closed form solution for optimal signal fusion and
the optimal power allocation, which are obtained by solving
convex optimization problem. We anticipate that our design
will make the signal estimation much more robust to channel
uncertainties, compared to the case that CSI estimation error
is not taken into consideration.

In this paper, we study a wireless sensor network which
is deployed to estimate multiple active target signals, where
we consider only the imperfect CSI of both sensing and
communication channels are known. In Section II, we model
the operation of the sensors as well as FC of the wireless
sensor network. In Section III, we propose an unbiased esti-
mator where the variance of error can be further reduced by
optimal power allocation to the sensor nodes and optimizing
fusing weights at the FC. We formulate the optimal fusion
rule problem in Section IV and optimal fusion weights are
obtained by solving this problem. In Section V, we formulate
a power allocation problem which is convex to minimize the
total estimation error with transmit power constraints. The
performance of the proposed estimator are analysed in Section
VI. It is observed that a significant gain is obtained by taking
imperfect CSI into consideration. The main results of this
paper are summarized in Section VII.

Notations: The notation used throughout the paper is as

follows: x denotes a scalar x while x is a vector x with entries
xi. X represents a matrix X with entries xij . x∗, x∗ and
X∗ stand for the complex conjugate of scalar x and complex
conjugate transpose of vector x and matrix X, respectively.
Also, x′ and X′ are the transpose of vector x and matrix
X, respectively. A diagonal matrix with diagonal entries x
is written as Λx. E(·) refers to the statistical expectation.
The sets N, R and C denote the set of all integer positive
and non-zero numbers, the set of real numbers and the set of
all complex numbers, respectively, while Cm×n the set of all
complex matrices of the size of m×n. Finally, the Kronecker
delta function is denoted as δlm.

II. SYSTEM MODEL

In this section, we consider a wireless sensor network of
K amplify-and-forward passive sensor nodes which can esti-
mate the true values of L complex-valued active targets, i.e.,
r1, . . . , rL with the help of a fusion center (FC) as illustrated in
Fig. 2. The index sets FK = {1, . . . ,K} and FL = {1, . . . , L}
correspond to the set of all sensors and targets, respectively.
The target signals are sensed over wireless sensing channels
by the sensor nodes. The sensors then transmits forward
the observation of target signals to the FC using wireless
communication channels. We assume all the channels (Sensing
and communication channels) are frequency-flat and static
during the observation process. We also assume that the target
signals can be separately observed at each sensor. The power
of each target is known, i.e., Rl := E(|rl|2), l ∈ FL, and the
unknown true values of target signals remain constant over
each estimation interval.



A. Imperfection in CSI

In this work, we consider that only imperfect channel state
information of both sensing and communication channels are
available. We define our channel error model similar to the one
used in [18]. The true sensing channel glk ∈ C from target l
to sensor k can be written as

glk = g̃lk + δ
(g)
lk , k ∈ K, (1)

where g̃lk and δ
(g)
lk are the estimated CSI and estimation

error for the sensing channel glk, respectively. The entries of
sensing channel estimation error δ(g)lk is assumed to identically
and independently distributed (iid) and zero-mean with the
variance ∆

(g)
lk . The expectation of the true sensing channel

over the distribution of δ(g)lk can be stated as

E{|glk|2} = E{|g̃lk + δ
(g)
lk |

2} = |g̃lk|2 + ∆
(g)
lk , (2)

where E{.} is the expectation operator. Similarly, the true
communication channel hlk ∈ C can be written as

hlk = h̃lk + δ
(h)
lk , k ∈ K, (3)

where h̃lk and δ(h)lk are the estimated channel coefficient and
estimation error for the channel hlk, respectively. The commu-
nication channel estimation error δ(h)lk is also assumed to be
iid and zero-mean with the variance ∆

(h)
lk . The expectation of

the true communication channel over the distribution of δ(h)lk

can be written as

E{|hlk|2} = E{|h̃lk + δ
(h)
lk |

2} = |h̃lk|2 + ∆
(h)
lk . (4)

B. Operation of SNs

When a target signal rl is present, each sensor node k
senses the target signal over the sensing channel glk which
is contaminated by additive measurement noise mlk ∈ C. The
noise is iid and zero-mean with the variance of Mlk. The noise
is also independent from the target signals. We assume that
over each estimation interval the sensing channel to remain
unchanged. Therefore it can be treated as a time-invariant
deterministic channel coefficient. Then, each SN amplifies
its received target signal by the complex-valued coefficient
ulk, k ∈ FK and transmits it towards the FC. The transmitted
signal from the sensor nodes can be stated as

xlk = ulk(mlk + rl (g̃lk + δ
(g)
lk )), k ∈ FK . (5)

Thus, the output power of sensor k for target l can be
calculated as

Xlk := E
(
|xlk|2

)
) = |ulk|2

(
Mlk +Rl(|g̃lk|2 + ∆

(g)
lk )
)
. (6)

Furthermore, we assume that the power consumption of each
sensor k is limited by power budget Pk, which results in the
individual power constraint and can be represented as∑

l∈FL

Xlk =
∑
l∈FL

|ulk|2
(
Mlk +Rl(|g̃lk|2 + ∆

(g)
lk )
)
≤ Pk .

(7)

The total power consumption of the entire sensor network is
also limited by a given sum-power Ptot, and can be stated as∑

k∈FK

∑
l∈FL

Xlk ≤ Ptot. (8)

This power constraints allows to improve the life time of
our network, since optimal power allocation is done for each
estimation intervals.

C. Fusion Center
The transmitted signal from each sensor propagates through

the communication channel hlk ∈ C and arrives at the fusion
center. We denote this signal by ylk which can be expressed
as

ylk := nlk + hlkxlk

= nlk + (h̃lk + δ
(h)
lk )ulk(mlk + rl (g̃lk + δ

(g)
lk )), (9)

where nlk is the additive noise at the fusion center antenna
and is assumed to be zero-mean and iid with the variance
Nlk. The communication channel hlk is assumed to be static
during the interval of estimation, and thus deterministic and
time-invariant.

Since the system can make observations of each target
separately, the fusion center multiplies the observation of rl,
done by all the sensors, with the fusion vector vl ∈ CK×1

which results into the observation values

r̃l = v′lyl = h̃lrl + wl , (10)

where h̃l := v′lcl is the effective observation channel and

[cl]k := h̃lkulkg̃lk . (11)

Also

wl :=
∑
k∈FK

vlknlk + vlkδ
(h)
lk ulk(mlk + rl (g̃lk + δ

(g)
lk )) (12)

+ vlkh̃lkulk(mlk + rl δ
(g)
lk )

is the effective noise.

III. PROPOSED ESTIMATOR

In this section, we propose an unbiased estimator whose
variance of error can be further reduced by performing optimal
power allocation and optimal fusion. If the power allocation
and fusion strategy are chosen such that the effective channel
h̃l in the observation (10) is always one, then the estimator

r̂l = r̃l = rl + wl (13)

is obviously unbiased. This is true since wl is zero-mean as
all the noise terms in equation (12) are zero-mean and inde-
pendent. Such an unbiased estimator delivers the estimation
error E(|wl|2) in estimating target rl. The estimation error for
target l, i.e., f(ul,vl) := E(|wl|2) can be expressed as

f(ul,vl) =
∑
k∈K

|vlk|2Nlk +
∑
k∈K

|vlk|2|ulk|2
(
|h̃lk|2 + ∆

(h)
lk

)
Mlk

+Rl
∑
k∈K

|vlk|2|ulk|2
((
|h̃lk|2 + ∆

(h)
lk

)
∆

(g)
lk + |g̃lk|2∆

(h)
lk

)
,

=
∑
k∈K

|vlk|2Nlk +
∑
k∈K

|vlk|2|ulk|2alk, (14)
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Fig. 2: Block diagram of the multi-target wireless sensor network. Targets are observed separately at each sensor node and
fused separately at the fusion center.

where

alk :=Rl

((
|h̃k|2 + ∆

(h)
k

)
∆

(g)
k + |g̃k|2∆

(h)
k

)
+
(
|h̃k|2 + ∆

(h)
k

)
Mk. (15)

Note that, the targets signals are separately observed by the
sensor nodes and separately forwarded to the FC. Therefore,
the proposed optimization problem to minimize the total
estimation error can be formulated as

min
ul∈CK×1

vl∈CK×1

l∈FL

∑
l∈FL

∑
k∈FK

|vlk|2(Nlk + |ulk|2alk) (16a)

s.t.
∑
k∈FK

vlkh̃lkulkg̃lk = 1,∀l ∈ FL, (16b)∑
l∈FL

|ulk|2(Mlk +Rl(|g̃lk|2 + ∆
(g)
lk )) ≤ Pk, k ∈ FK ,

(16c)∑
k∈FK

∑
l∈FL

|ulk|2(Mlk +Rl(|g̃lk|2 + ∆
(g)
lk )) ≤ Ptot.

(16d)

The unbiasedness propoerty is guaranteed by the constraint
(16b) which is obtained from (10) and (11). The individual
and total power constraints are ensured by the constraints (16c)
and (16d), resulting from equations (7) and (8).

IV. OPTIMIZING FUSION RULE

Note that the fusion weights vlk do not appear in the
power constraints (7) and (8). Hence, the optimal fusion is
the minimum of the objective (16a) subject to (16b). Also, the
objective is the summation of the terms f(ul,vl). Moreover,
h̃l = 1 depends only on vl .i.e., the fusion weights for different
targets are independent from one another. Consequently, the
fusion problem breaks down into L independent optimizations.
Therefore, the optimal fusion weights v?

l , l ∈ FL for target l
is the optimal point of

f(ul,v
?
l ) = min

vl∈CK×1
v∗l Λdl

vl (17a)

s.t. v′lcl = 1 . (17b)

where

Λdl
=diag(dl), (18)

[dl]k :=Nlk + |ulk|2alk · (19)

Similar to [19], using the Lagrange dual function of (17) and
using the KKT conditions, the optimal fusion strategy v?

l and
the error function f(ul,v

?
l ) for target l ∈ FL can be derived



as

v?
l =

Λ−1dl
(c∗l )′

c∗l Λ
−1
dl

cl
, (20a)

f(ul,v
?
l ) =

1

c∗l Λ
−1
dl

cl
· (20b)

Using (11) and (18), we can rewrite f(ul,v
?
l ) as

f(ul,v
?
l ) =

1∑
k∈FK

|h̃lk|2|ulk|2|g̃lk|2
Nlk+|ulk|2alk

· (21)

V. POWER ALLOCATION

As it can be noticed that the power constraints (16c) and
(16d) are independent from the choice of fusion weights. In
order to minimize the total estimation error further, we need
to perform optimal power allocation as the error function
f(ul,v

?
l ) still depends on power allocation. Let us define

α2
lk :=

|h̃lk|2|g̃lk|2

alk
, β2
lk :=

Nlk
(
Mlk +Rl(|g̃lk|2 + ∆

(g)
lk )
)

alk
·
(22)

Then, by replacing (6) into (21) the estimation error of target l can
be stated as a function of Xlk:

f(ul,v
?
l ) =

1∑
k∈FK

α2
lk
Xlk

Xlk+β
2
lk

· (23)

Thus, the total estimation error (16a) can be formulated as∑
l∈FL

f(ul,v
?
l ) =

∑
l∈FL

1∑
k∈FK

α2
lk
Xlk

Xlk+β
2
lk

· (24)

Furthermore, the resulting power allocation problem can be stated as

min
Xlk∈R

l∈FL,k∈FK

∑
l∈FL

1∑
k∈FK

α2
lk
Xlk

Xlk+β
2
lk

(25a)

s.t. Xlk ≥ 0 , l ∈ FL , k ∈ FK , (25b)∑
l∈FL

Xlk ≤ Pk , k ∈ FK , (25c)

∑
k∈FK

∑
l∈FL

Xlk ≤ Ptot . (25d)

The above problem (25) is similar to the power allocation problem
in [19] which is convex. The problem (25) is convex for its objective
function and its feasible set is also convex. Since the resulting
optimization problem is convex, we can easily solve the problem
for global optimum using any convex solver.

VI. SIMULATIONS

By using numerical simulations, we analyse the performance of
the proposed estimator for a wireless network with K = 20 SNs
to estimate multiple active targets. We consider all the estimated
sensing and communication channels and their corresponding es-
timation errors are zero-mean and follow a Gaussian distribution
with the variances σg2, σh2, ∆g , and ∆h, respectively. Default
network parameters values used for our simulations are given in the
Table I. For each set of both sensing and communication channel
realizations, i.e., gk, hk, 10000 realizations of r, nk and mk are
generated to evaluate the network performance. Then, the results
are averaged over 1000 channel realizations. The curves ’Robust’
represents the proposed robust algorithm, where only the imperfect
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Fig. 3: Total estimation error (dB) versus Channel estimation error
(dB) for different noise power.

CSI is known and statisical properties of the estimation is taken
into consideration. The curves ’Non-Robust’ represents non-robust
algorithm, where the statistics of the channel estimation error is not
taken into consideration.

In Fig 3, the performance of the network in terms of total esti-
mation error is plotted with respect to the variance of the estimation
error, ∆g = ∆h, on the sensing and communication channels for
different noise levels at the SNs and FC. It is assumed that the
variance of channel estimation error is same for all the sensor nodes.
The WSN is used to estimate L = 4 active target signals. It can be
clearly observed that the resulting total estimation error increases as
the variance of the channel estimation error increases or as the noise
power increases. We also notice that the robust algorithm outperforms
the non-robust algorithm in all the noise and estimation error values.
The performance gain increases as ∆g = ∆h increases and also for
small values of noise power.

In Fig 4, the resulting network performance is depicted in terms
of total estimation error with respect to target signal power Rl for
different number of targets. We can see that the resulting total estima-
tion error increases as the target signal power increases. As expected,
increase in the number of targets results in higher estimation error. It
can be clearly noticed that the robust algorithm performs better for
higher values of signal power,or equivalently for high signal to noise
ratio regime.

In Fig 5, the impact of number of target signal L on the perfor-
mance of the network is analysed. Here, the resulting total estimation
error increases as the number of active targets increases. We can also
notice that the performance of the robust algorithm is better for higher
number of targets.

Rl σg2 σh
2 ∆g ∆h Nlk Mlk Pk Ptot

10 1 1 0.1 0.1 0.1 0.1 1 5

TABLE I: Reference parameters

VII. CONCLUSION

In this paper, we study a multi-target wireless sensor network for
estimating true values of target signals, where only the imperfect
CSI is known. It is assumed that the targets signals are observed
separately, i.e., observed due to either orthogonality in frequency or
difference in their physical nature. We have proposed an unbiased
estimator which minimizes estimation error under sensor transmit
power constraints. This is attained by optimizing the power allocation
among sensor nodes as well as optimizing the data fusion (fusion
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weights) at the FC. Using numerical simulations, we analyse the
behaviour of the sensor network for different network parameters. It
can be observed that the proposed robust algorithm outperforms the
non-robust algorithm where the statistical properties of the channel
estimation error are neglected.
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