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Abstract—In this work, we study the linear precoding and
decoding design problem for a full-duplex (FD) multi-carrier
(MC) decode and forward (DF) relaying system, under multiple
sources of impairments. In particular, the impact of non-linear
hardware distortions at the transmit and receiver chains, leading
to residual self-interference (SI) and inter-carrier leakage (ICL),
as well as the imperfect channel state information (CSI) are
taken into account. In the first step, the known time-domain
characterization of hardware impairments is transformed over a
general orthonormal MC basis. As a result, the problem of linear
precoding and decoding design is formulated to maximize the MC
system sum-rate, however, leading to a non-convex mathematical
structure. An alternating quadratic convex program (AQCP) is
consequently proposed, with a monotonic improvement at each
iteration, leading to a guaranteed convergence. The proposed
AQCP framework is then extended, employing the Dinkelbach
algorithm, in order to maximize the system energy efficiency in
terms of bits-per-Joule. The proposed design strategies are consid-
ered both for per-subcarrier as well as the joint-subcarrier coding
strategies, wherein the latter case the coding is performed jointly
over all subcarriers. Numerical simulations show a significant
gain in the performance of the proposed algorithms compared to
the half-duplex (HD) counterparts or to the solutions where the
impact of impairments are not considered, particularly when the
hardware accuracy is not very high.

I. INTRODUCTION

The fifth generation mobile communication networks (5G)
has established the goal of extending the service domain
of the traditional wireless networks for an ever increasing
number of users, by introducing diverse use cases and service
specifications [2]. In particular, with almost all of the sub 6
GHz spectrum already assigned, the expected rapid increase
in the wireless data traffic calls for spectrally-efficient access
solutions, while extending the coverage of the available in-
frastructure to a wider region and number of users. In the
conventional communication systems, the nodes either transmit
or receive at the same time-frequency channel resource. In
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contrast, full-duplex (FD) nodes are allowed to transmit and
receive simultaneously over the same frequency, thereby show-
ing potential to enhance the spectral efficiency [3]. However,
they inherently suffer from the strong self-interference (SI)
from their own transmitter. Recently, efficient self-interference
cancellation (SIC) techniques are developed [4]–[9], which
made it feasible to incorporate FD transceivers into the future
communication systems 1 [10], [11] and motivated several
related studies on the promising use-cases, e.g., in-band bidi-
rectional communication [12]–[15], FD-enabled jamming for
improving physical layer [16], [17], self-backhauling [18] and
FD cellular networking [19]–[21].

As a promising use-case, FD-relays have been the focus of
several recent studies due to their potential to improve network
coverage, spectral efficiency and to reduce latency, thanks to
concurrent transmission and reception at the same channel. In
particular, it is shown in [22]–[24] that FD relays with decode
and forward (DF) processing are more robust gains the impact
of hardware impairments against their amplify-and-forward
(AF) counterpart, due to the distortion-amplification effect
observed in FD-AF relays. The problems regarding optimal
resource allocation and performance analysis for the single
carrier FD DF relaying systems have been the focus of recent
works [9], [13], [25]–[31]. In [25], a convergent block coor-
dinate ascent algorithm is proposed for the maximization of
end-to-end achievable rate by taking into account the pratical
factor of limited dynamic range. In [26] an FD DF relaying
system is studied with the consideration of erroneous channel
state information (CSI) and limited SIC following a worst-case
performance guarantee approach, and later extended to a multi-
user scenario [27]. Consideration of simultaneous wireless
information and power transfer (SWIPT) for a FD DF relay
network is investigated in [28]. The outage performance of FD
DF relaying with the limited dynamic range has been the focus
of [29], [30].

For the FD DF systems operating with a multi-carrier (MC)
protocol, the problems regarding MC resource allocation and
system performance analysis have been studied in [32]–[36].
Please note that this scenario serves well for extending the
network coverage for a large number of users due to the
multi-carrier FD relaying capability, as an instance of coverage
extension for a massive machine-type communication (mMTC)

1Please note that the FD systems requires more complex implementations
for SIC in terms of additional hardware as well as signal processing.
Combinations of SIC techniques, for example, cross-polarization [4], antenna
cancellation techniques [5], RF circulators [8], SI suppression schemes [9], to
name a few, are needed to be implemented together to effectively cancel out
the SI in both analog (also to avoid saturation of receiver chain components)
and digital domain.
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scenario [37], as as well as to provide more efficient solutions
for an enhanced mobile broadband (eMBB) by improving the
spectral and energy efficient connection, thanks to the FD
capability of the relay node [38]. In [32], the authors consider
an FD multiple-input multiple-output (MIMO) orthogonal fre-
quency division multiplexing (OFDM) DF relay network and
derive efficient solutions for source and relay precoding. In
[33], a power allocation strategy is presented for a single
antenna DF relaying system with the consideration of the direct
source-destination link. The end-to-end performance, in terms
of outage probability has been derived for multi-hop FD DF
OFDM systems in [34], and with the consideration of linear
parameter errors in [36].

The aforementioned literature introduce resource allocation
strategies for multi-carrier FD DF relaying systems under a
perfect/linear hardware assumption, or considering a single
carrier or single antenna relay setup. Please note that the con-
sideration of non-linear hardware impairments is particularly
important for MC FD transceivers, as it leads to residual SI
and inter-carrier leakage2 (ICL) and thereby necessitates an
impairments-aware design of the transceiver strategy.

A. Contribution

In this paper, we study an FD MC MIMO DF relaying
system, from the aspects of spectral and energy efficient
resource allocation and performance analysis, where the effect
of non-linear hardware distortions, leading to residual SI and
ICL, as well as the impact of CSI error are jointly taken into
account. The main contributions of this paper are as follows:
• In the first step, we transform the available time-domain

characterization of the hardware distortions for an FD
transceiver [12], [13], [39] for a general MC system
with orthonormal waveforms, e.g., orthogonal variable
spreading factor (OVSF) - code division multiple access
(CDMA) and the variations of orthogonal frequency
division multiple access (OFDMA). Consequently, the
end-to-end achievable rate is formulated, employing the
obtained characterization. Please note that this is in
contrast to the prior works considering the impact of
hardware impairments for a single-carrier system [9],
[13], [25]–[30], or for a MC relaying system with a
accurate/linear hardware [32], [34], [36] or a single
antenna setup [33].

• Building on the obtained characterization, in Section
III-C, we formulate the linear transceiver design prob-
lem for maximizing the system sum-rate, leading to a
non-convex problem. An alternating quadratic convex
program (AQCP) is then proposed with a monotonic
improvement towards convergence. The proposed design
is utilized both for per-subcarrier as well as the joint-
subcarrier coding strategies, where in the latter case the
coding/de-coding is performed jointly over all subcarri-
ers.

2Unlike the purely linear systems, a transmission at any subcarrier leads
to an amplified level of impairments at all subcarriers, due to the non-linear
nature of impairments.

• The proposed AQCP design framework is then extended,
employing the Dinkelbach algorithm, where a double-
loop algorithm is proposed in order to maximize the
system energy efficiency in terms of bits-per-Jouhl.

Numerical simulations show a significant gain by utilizing
distortion-aware design, particularly when the hardware accu-
racy degrades and hence the residual SI and ICL become a
dominant factor.

B. Mathematical Notation
Throughout this paper, we denote the vectors and matrices

by lower-case and upper-case bold letters, respectively. We use
E{.}, |.|, Tr(.), (.)−1, (.)∗, (.)T , and (.)H for mathematical
expectation, determinant, trace, inverse, conjugate, transpose,
and Hermitian transpose, respectively. We use diag(.) for the
diag operator, which returns a diagonal matrix by setting off-
diagonal elements to zero. We denote an all zero matrix of size
m × n by 0m×n. We represent the Euclidean norm as ‖.‖2.
We denote the set of real, positive real, and complex numbers
as R , R+, and C respectively.

II. SYSTEM MODEL

We consider an FD MC MIMO DF relay which connects
a half-duplex (HD) MC MIMO source node equipped with
Ns transmit antenna to an HD MC MIMO destination node
equipped with Md receive antennas. The number of transmit
and receive antennas at the relay can be denoted as Nr and
Mr, respectively. Initially, the source transmits the signal to
the relay through the channel Hk

sr ∈ CMr×Ns with sub-carrier
k ∈ K, where K := {1, 2, ....,K} and K is the total number
of sub-carriers. At the relay, after applying SIC, the received
signal is decoded. Then, the relay transmits the decoded signal
to the destination through the channel Hk

rd ∈ CMd×Nr . Due to
SI at the relay, a part of the transmitted signal is received by
the relay itself through the SI channel Hk

rr ∈ CMr×Nr . Similar
to [13], [40], we also consider a weak signal (due to path loss)
from the source is received at the destination through the direct
channel Hk

sd ∈ CMd×Ns , which is considered as interference.
We assume all channels are constant for each frame, frequency
flat in each sub-carrier and only the imperfect CSI is known.

A. Imperfect Channel State Information
We adapt the channel error model used in [13], [39], where

the true channel can be decomposed into the estimated channel
plus estimation error, which can be stated as

HX = ĤX + H̃X , H̃X = D
1
2
X∆X , (1)

where X ∈ {sr, rd, rr, sd}, ĤX represents the estimated chan-
nel, and the entries of ∆X are independent and identically
distributed (i.i.d.) complex Gaussian with zero mean and a
variance of one3. DX shapes the spatial covariance matrix
of the CSI estimation error. However, we consider that the

3In this work, we consider a synchronized relay channel where time
synchronization for each link is implemented at the receiver. Nevertheless, the
impact of imperfect time-synchronization appears as a channel phase rotation,
which is considered as a part of the CSI error model.
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receiver performs a minimum mean square error (MMSE)
channel estimation. We also assume the estimated channel and
estimation error becomes uncorrelated [24], i.e., ĤX ⊥ H̃X .

B. CSI estimation protocol
Similar to [13], [39], we consider the coherence time interval

Ttot is partitioned into training and data communication period;
i.e., there exists a training period Ttrain before the data com-
munication period. The training period is further partitioned
into two equal-length periods (i.e., Ttrain[1] and Ttrain[2]) to
avoid self-interference when estimating the channel matrices.
During Ttrain[1], the relay and destination estimates the CSI of
their respective channel from the source. Subsequently, during
Ttrain[2], the destination estimates the channel from the relay,
where as the relay estimates its self-interference channel. Using
the estimated CSI, the design parameters are optimized and
utilized for the data communication. Furthermore, in order
to overcome the issue of a attacks in wireless OFDM while
utilizing the convectional channel training protocol using pilot
tones, a secure and stable channel training authentication
(CTA) such as independence-checking coding theory based
CTA protocol proposed in [41] can be utilized.

C. Source to Relay
The transmitted signal from the source can be written as

xks = V k
s sks︸ ︷︷ ︸

=:vk
s

+ ekt,s, (2)

where sks ∈ Cds , V k
s ∈ CNs×ds , and ekt,s ∈ CNs represent

the data symbol, the transmit precoding matrix and transmit
distortion at the source, respectively. The number of data
streams in each sub-carrier from the source is denoted by ds

and E
{

sks sks
H
}
= Ids . Furthermore, vks represents the desired

signal to be transmitted from the source. Accordingly, the
received signal at the relay can be written as

ykr = Hk
srx

k
s + Hk

rrx
k
r + nkr︸ ︷︷ ︸

=:uk
r

+ ekr,r, (3)

where nkr ∼ CN
(
0Mr , σ

2
r,kIMr

)
and ekr,r are the noise and

receiver distortion at the relay, respectively. Moreover, ukr
represents the intended (distortion-free) signal to be received
at the relay. The distortion-free (known) part of the SI can
be removed by applying a SIC technique [7], [9], [21]. The
received signal after SIC4 can be stated as

ỹkr = ykr − Ĥk
rrV

k
r skr = Ĥk

srV
k
s sks + νkr , (4)

where skr is the decoded signal at the relay and the collective
interference-plus-noise at the relay can be represented as
νkr = H̃k

srV
k
s sks + Hk

sre
k
t,s + H̃k

rrV
k
r skr + Hk

rre
k
t,r + nkr + ekr,r. (5)

The estimated signal vector at the relay can be obtained as

s̃ks =
(
Uk

r

)H
ỹkr , (6)

where Uk
r represents the linear receive filter at the relay.

4Please note that, here only the accurately known part of SI is subtracted
from the received signal, i.e., the residual SI due to the CSI error and distortion
remains in the system.

D. Relay to Destination
The transmitted signal from the relay can be written as

xkr = V k
r skr︸ ︷︷ ︸

=:vk
r

+ ekt,r, (7)

where V k
r ∈ CNr×dr and ekt,r ∈ CNr represent the transmit

precoding matrix and transmit distortion at the relay, respec-
tively. The number of data streams in each sub-carrier from the
relay is denoted by dr and E

{
skr skr

H
}

= Idr . Moreover, vkr
represents the desired signal to be transmitted from the relay.
Consequently, the signal received at the destination; including
the interference from the source, can be written as

ykd =Hk
rdx

k
r + Hk

sdx
k
s + nkd︸ ︷︷ ︸

=:uk
d

+ ekr,d

=Hk
rdV

k
r skr + Hk

rde
k
t,r + Hk

sdV
k
s sks + Hk

sde
k
t,s + ekr,d + nkd ,

(8)

where nkd ∼ CN
(
0Md , σ

2
d,kIMd

)
and ekr,d are the noise and

receiver distortion at the destination, respectively. Furthermore,
ukd represents the intended (distortion-free) signal to be re-
ceived at the destination. The direct link is considered as an
interference at the destination as its signal power is very weak
(due to path loss). Accordingly, the collective interference-
plus-noise at the destination can be stated as
νkd = H̃k

rdV
k
r skr + Hk

rde
k
t,r + Hk

sdV
k
s sks + Hk

sde
k
t,s + ekr,d + nkd . (9)

The estimated signal vector at the destination can be obtained
as

s̃kr =
(
Uk

d

)H
ykd , (10)

where Uk
r is the linear receive filter at the destination.

E. Limited Dynamic Range
The inaccuracies of hardware components such as ADC

and digital to analog converter (DAC) error, noises caused by
power amplifiers, automatic gain control (AGC) and oscillator
on transmit and receive chains are jointly modelled for FD
MIMO transceiver in [13], [39], based on [3], [42]–[44]. The
hardware inaccuracies of the transmit (receive) chain for each
antenna is jointly modelled as an additive distortion and can
be expressed as

xl(t) = vl(t) + et,l(t)

yl(t) = ul(t) + er,l(t),
(11)

such that,
et,l(t) ∼ CN

(
0, κlE{|vl(t)|2}

)
, er,l(t) ∼ CN

(
0, βlE{|ul(t)|2}

)
,

et,l(t)⊥vl(t), et,l(t)⊥et,l′(t), et,l(t)⊥et,l(t
′), l 6= l′, t 6= t′

er,l(t)⊥ul(t), er,l(t)⊥er,l′(t), er,l(t)⊥er,l(t
′), l 6= l′, t 6= t′,

(12)
i.e., the distortion terms are proportional to the intensity of
the intended signals. In the equations (11) and (12), t denotes
the instance of time, and vl (ul), xl (yl), and et,l (er,l) are
respectively the baseband time-domain representation of the
intended transmit (receive) signal, the actual transmit (receive)
signal, and the additive transmit (receive) distortion at the l-
th transmit (receive) chain. The κl and βl are the distortion
coefficient for the l-th transmit and receive chain, respectively.

In [12], we discuss the characterization of the impact of
these hardware distortions in the frequency domain for an
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OFDM system. In this work, we extend this characterization
in the frequency domain to a general MC strategy, where the
sub-carriers k are orthogonal to each other with a unitary linear
transformation, for example OVSF-CDMA, OFDM and cyclic-
prefix (CP) -OFDM. Let Q be a K×K unitary transformation
matrix, where the columns of the matrix Q represent the
basis of the generalized sub-carrier waveforms which are
orthonormal to each other. The total number of sub-carriers
is K. NTs is the duration of one communication block, where
Ts is the sample period.

The unitary transformation representation of the sampled
time domain signal for each communication block can be
written as

xkl =

N−1∑
n=0

xl(nTs)q
∗
k,n =

N−1∑
n=0

vl(nTs)q
∗
k,n︸ ︷︷ ︸

=:vk
l

+

N−1∑
n=0

etxl(nTs)q
∗
k,n︸ ︷︷ ︸

=:ekt,l

ykl =

N−1∑
n=0

yl(nTs)q
∗
k,n =

N−1∑
n=0

ul(nTs)q
∗
k,n︸ ︷︷ ︸

=:uk
l

+

N−1∑
n=0

erxl(nTs)q
∗
k,n︸ ︷︷ ︸

=:ekr,l

,

(13)
where qk,n is the element of the unitary matrix Q at the k-th
row and n-th column.

Lemma II.1. Let us define x̃ml and ỹml as the intended
transmit and receive signal via m-th sub-carrier at the l-th
transmit/receive chain. The impact of hardware distortions in
the unitary transformed domain is characterized as

ekt,l ∼ CN

(
0,
κ̃l
K

K∑
m=1

E
{
|ỹml |

2
})

, ekt,l⊥ỹkl , ekt,l⊥ekt,l′ ,

(14)

ekr,l ∼ CN

(
0,
β̃l
K

K∑
m=1

E
{
|x̃ml |

2
})

, ekr,l⊥x̃kl , ekr,l⊥ekr,l′ ,

(15)
transforming the statistical independence, as well as the pro-
portional variance properties from the time domain. Here,
K represents the total number of sub-carriers. κ̃l and β̃l
correspond to the transmit and receive distortion coefficient
at the l-th transmit/receive chain.

Proof: Please refer to the Appendix.
Following the lemma II.1, the statistics of the distortion

terms can be written as

ekt,s ∼ CN
(

0Ns ,
1

K
Θ̃tx,sPtx,s

)
, (16)

ekt,r ∼ CN
(

0Nr ,
1

K
Θ̃tx,rPtx,r

)
, (17)

ekr,r ∼ CN
(

0Mr ,
1

K
Θ̃rx,rPrx,r

)
, (18)

ekr,d ∼ CN
(

0Md ,
1

K
Θ̃rx,dPrx,d

)
, (19)

where
Ptx,s :=

∑
k∈K

diag
(
E
{

vks

(
vks

)H})
, (20)

Ptx,r :=
∑
k∈K

diag
(
E
{

vkr

(
vkr

)H})
, (21)

Prx,r :=
∑
k∈K

diag
(
E
{

ukr

(
ukr

)H})
, (22)

Prx,d :=
∑
k∈K

diag
(
E
{

ukd

(
ukd

)H})
, (23)

where Θ̃tx,s and Θ̃tx,r (Θ̃rx,r and Θ̃rx,d) are diagonal matrices
consisting of transmit (receive) distortion coefficients for the
corresponding chains. Correspondingly, Ptx,s and Ptx,r (Prx,r
and Prx,d) are the diagonal matrices including intended trans-
mit (receive) signal power at the corresponding chains. Let us
define Θtx,r =

1
K Θ̃tx,r, Θtx,s =

1
K Θ̃tx,s, Θrx,r =

1
K Θ̃rx,r, and

Θrx,d = 1
K Θ̃rx,d for further calculations.

F. Mean-Squared Error (MSE) Matrix
Considering V k

s and Uk
r as the linear source transmit

precoder and relay receive filters at the sub-carrier k, the MSE
matrix for the source-relay system can be defined as

Ek
r =E

{(
s̃ks − sks

)(
s̃ks − sks

)H}
=

((
Uk

r

)H
Ĥk

srV
k
s − Ids

)((
Uk

r

)H
Ĥk

srV
k
s − Ids

)H
+
(
Uk

r

)H
Σk

r U
k
r ,

(24)

where Σk
r is the covariance of the received collective

interference-plus-noise signal at the relay and can be obtained
as in (25) for k ∈ K. Similarly, the MSE matrix for the relay-
destination system considering V k

r and Uk
d as the linear relay

transmit precoder and destination receive filters at the sub-
carrier k can be obtained as

Ek
d =E

{(
s̃kr − skr

)(
s̃kr − skr

)H}
=

((
Uk

d

)H
Ĥk

rdV
k
r − Idr

)((
Uk

d

)H
Ĥk

rdV
k
r − Idr

)H
+
(
Uk

d

)H
Σk

dU
k
d .

(26)

where Σk
d , the covariance of the interference-plus-noise signal

at the destination, can be expressed as in (27) for k ∈ K. In
(25) and (27), we ignore the higher-order terms of the transmit
and receive distortion since the transmit and receive distortion
coefficients of each transmit/receive chains (κ̃l/β̃l) lie within
the range of 0 and 1 and mostly have very small values.

III. LINEAR PRECODER AND DECODER DESIGN: AN
AQCP FRAMEWORK

In this section, we discuss the linear transceiver design
problem of an FD MIMO DF relay system for sum-rate
maximization, power minimization and energy efficiency max-
imization.



5

Σk
r = E

{
νkr ν

k
r
H
}
≈ Ĥk

srΘtx,sdiag

(∑
l∈K

V l
s

(
V l

s

)H)(
Ĥk

sr

)H
+ Dk

srTr

(
Θtx,sdiag

(∑
l∈K

V l
s

(
V l

s

)H))
︸ ︷︷ ︸

Source transmit distortion

+ σ2
r,kIMr︸ ︷︷ ︸

Thermal noise

+ Ĥk
rrΘtx,rdiag

(∑
l∈K

V l
r

(
V l

r

)H)(
Ĥk

rr

)H
+ Dk

rrTr

(
Θtx,rdiag

(∑
l∈K

V l
r

(
V l

r

)H))
︸ ︷︷ ︸

Relay transmit distortion

+Dk
srTr
(
V k

s

(
V k

s

)H)
+ Dk

rrTr
(
V k

r

(
V k

r

)H)
︸ ︷︷ ︸

CSI error in source-relay and relay SI channel

+ Θrx,rdiag

(∑
l∈K

(
Ĥl

srV
l
s

(
V l

s

)H (
Ĥl

sr

)H
+ Dl

srTr
(
V l

s

(
V l

s

)H))
+
∑
l∈K

(
Ĥl

rrV
l
r

(
V l

r

)H (
Ĥl

rr

)H
+ Dl

rrTr
(
V l

r

(
V l

r

)H)
+ σ2

r,lIMr

))
︸ ︷︷ ︸

Relay receive distortion

.

(25)

Σk
d =E

{
νkd ν

k
d
H
}
≈Ĥk

rdΘtx,rdiag

(∑
l∈K

V l
r

(
V l

r

)H)(
Ĥk

rd

)H
+Dk

rdTr

(
Θtx,rdiag

(∑
l∈K

V l
r

(
V l

r

)H))
︸ ︷︷ ︸

Relay transmit distortion

+ Dk
rdTr

(
V k

r

(
V k

r

)H)
︸ ︷︷ ︸

CSI error in relay-destination channel

+ σ2
d,kIMd︸ ︷︷ ︸

Thermal noise

+ Ĥk
sdΘtx,sdiag

(∑
l∈K

V l
s

(
V l

s

)H)(
Ĥk

sd

)H
+ Dk

sdTr

(
Θtx,sdiag

(∑
l∈K

V l
s

(
V l

s

)H))
︸ ︷︷ ︸

Source transmit distortion

+ Ĥk
sdV

k
s

(
V k

s

)H (
Ĥk

sd

)H
+ Dk

sdTr
(
V k

s

(
V k

s

)H)
︸ ︷︷ ︸

Interference from Source

+ Θrx,ddiag

(∑
l∈K

(
Ĥl

rdV
l
r

(
V l

r

)H (
Ĥl

rd

)H
+Dl

rdTr
(
V l

r

(
V l

r

)H))
+
∑
l∈K

(
Ĥl

sdV
l
s

(
V l

s

)H (
Ĥl

sd

)H
+Dl

sdTr
(
V l

s

(
V l

s

)H)
+ σ2

d,lIMd

))
︸ ︷︷ ︸

Destination receive distortion

.

(27)

A. Rate Maximization
In recent years, due to the scarcity of spectrum resource,

spectral efficiency has become one of the most necessitous
factors in wireless communications. Here, we consider spectral
efficiency in terms of sum-rate maximization. The achievable
sum-rate of a relay system is the minimum achievable sum-
rate between the source-relay link and relay-destination link.
The sum-rate maximization problem for the relay system can
be hence formulated5 as

maximize
Vs,Vr

min {Rsr, Rrd} (28a)

subject to Tr

(
(INs + Θtx,s)

∑
l∈K

V l
sV

l
s
H

)
≤ Ps,max, (28b)

Tr

(
(INr + Θtx,r)

∑
l∈K

V l
rV

l
r
H

)
≤ Pr,max, (28c)

where VX := V k
X , k ∈ K with X ∈ {s, r} and UY :=

Uk
Y , k ∈ K with Y ∈ {r, d}. The total sum-rate between the

source and relay, and the relay and destination are denoted
by Rsr and Rrd, respectively. Ps,max and Pr,max denote the
maximum affordable transmit power at the source and the
relay, respectively. Subsequently, the rate functions can be

5Please note that the achievable rate expressions for the studied FD relaying
channel, indicating the Shannon bound on the error-free communication hold
assuming a sufficiently long coding block, the Gaussian transmit signal
codeword, as well as the Gaussian distribution of noise, CSI error and the
transmit and received signal impairments [13], [39].

defined as
Rsr = γ0

∑
k∈K

Rksr

= γ0
∑
k∈K

log2

∣∣∣∣Ids +
(
V k

s

)H (
Ĥk

sr

)H (
Σk

r

)−1

Ĥk
srV

k
s

∣∣∣∣
and

Rrd = γ0
∑
k∈K

Rkrd

= γ0
∑
k∈K

log2

∣∣∣∣Idr +
(
V k

r

)H (
Ĥk

rd

)H (
Σk

d

)−1

Ĥk
rdV

k
r

∣∣∣∣ ,
where γ0 = (Ttot − Ttrain)/Ttot represents the fraction of time
interval allocated for the data transmission. The optimization
problem (28) can be reformulated as

maximize
Vs,Vr

∑
k∈K

tk

subject to Rksr ≥ tk, Rkrd ≥ tk,
(28b), (28c).

(29)

where tk are auxiliary variables introduced to transfer parts
of the problem objective in (28) into the constraint sets in
(29). It can be observed that the problem (29) is not a convex
optimization problem. In the following, we apply the known
WMMSE method [45] to facilitate a convergent alternating
optimization.

We can write the optimal MMSE receive filter at the relay



6

as

Uk
r,mmse =

(
Σk

r + Ĥk
srV

k
s

(
V k

s

)H (
Ĥk

sr

)H)−1

Ĥk
srV

k
s (30)

and at the destination as

Uk
d,mmse =

(
Σk

d + Ĥk
rdV

k
r

(
V k

r

)H (
Ĥk

rd

)H)−1

Ĥk
rdV

k
r . (31)

By applying (30) and (31) in (24) and (26), we get,

Ek
r,mmse =

(
Ids +

(
V k

s

)H (
Ĥk

sr

)H (
Σk

r

)−1

Ĥk
srV

k
s

)−1

, (32)

Ek
d,mmse =

(
Idr +

(
V k

r

)H (
Ĥk

rd

)H (
Σk

d

)−1

Ĥk
rdV

k
r

)−1

. (33)

Using (32) and (33), the rate functions can be written as

Rksr = −γ0log2

∣∣∣Ek
r,mmse

∣∣∣ , (34)

Rkrd = −γ0log2

∣∣∣Ek
d,mmse

∣∣∣ . (35)

Lemma III.1. [12, lemma III.1.] [46, lemma 2] Let E ∈ Cd×d
be a positive definite matrix. The maximization of the term
−log|E| is equivalent to the maximization

maximize
E,S

− Tr(SE) + log|S|+ d (36)

where S ∈ Cd×d is a positive definite matrix, and we have
S = E−1, (37)

at the optimality.

By using the Lemma III.1, the optimization problem (29)
can be written as

maximize
Vs,Ur,Sr,Vr,Ud,Sd

∑
k∈K

tk (38a)

subject to − Tr(Skr Ek
r ) + log|Skr |+ ds ≥ tk, (38b)

− Tr(Skd Ek
d ) + log|Skd |+ dr ≥ tk, (38c)

(28b), (28c),

where SY := SkY � 0, k ∈ K with Y ∈ {r, d}. Please note that
the obtained problem is not a jointly convex problem. However,
it is a quadratic convex program over Vs and Vr, when other
variables are fixed. Moreover, the optimization over Ur and
Ud can be obtained from (30) and (31), respectively. Whereas,
the optimization over Sr and Sd can be acquired using (32)
and (33), as Skr = Ek

r
−1 and Skd = Ek

d
−1. This facilitates an

alternating optimization, where in each step the corresponding
problem is solved to optimality. Due to the monotonic increase
of the objective in each step and the fact that the system
sum-rate is bounded from above, the alternating optimization
steps lead to convergence. Algorithm 1 defines the detailed
procedure.

1) Joint carrier (JC) decoding and remapping: In this
section, we consider the optimization constraints over all the
sub-carriers jointly. This way, we can take advantage of the
MC system, by allowing the relay system to decode the signal
from one sub-carrier and forward it to the destination through
another sub-carrier, thereby improving the system in terms of
total sum-rate. Accordingly, the sum-rate optimization problem

Algorithm 1 AQCP-WMMSE design for sum-rate maximization
1: a← 0 (set iteration number to zero)
2: Vs,Vr ← right singular matrix initialization [47, Appendix A]
3: repeat
4: a← a+ 1
5: Ur,Ud ← solve (30) and (31), respectively
6: Sr,Sd ← Skr = Ek

r
−1 and Skd = Ek

d
−1, respectively

7: Vs,Vr ← solve (38), with fixed Ur,Ud,Sr, and Sd
8: until a stable point, or maximum number of a reached
9: return {Vs,Vr}

with joint-carrier decoding and remapping can be defined as
maximize

Vs,Vr.Ur,Ud,Sr,Sd
t

subject to
∑
k∈K

(
−Tr(Skr Ek

r ) + log|Skr |+ ds

)
≥ t,∑

k∈K

(
−Tr(Skd Ek

d ) + log|Skd |+ dr

)
≥ t,

(28b), (28c). (39)

Alternating quadratic convex program steps that are applied to
(38) can be used to solve the above optimization problem (39).

B. Power Minimization
In this section, our goal is to attain a design that minimizes

the total power consumption for a guaranteed pre-defined
rate requirement γ. The total power consumption Ptot can be
defined as

Ptot = Ps + Pr, (40)

where
Ps =

1

µs

∑
k∈K

E{‖xks‖2}+ Pszero ,

Pr =
1

µr

∑
k∈K

E{‖xkr ‖2}+ Przero + PFD,
(41)

where µs and µr are the efficiencies of the power amplifier
at the source and relay, respectively. Pszero and Przero are the
power dissipated by other circuit blocks at the transmitter
chain of source and relay, respectively. PFD is the power
required for SIC. By using the above definition, the total power
minimization problem can be expressed as

minimize
Vs,Vr

Ptot (42a)

subject to Ps ≤ Ps,max, Pr ≤ Pr,max, (42b)
min{Rsr, Rrd} ≥ γ. (42c)

The above problem can be solved using alternating quadratic
convex programming steps similar to (39). However, the initial-
ization of the variable Vs and Vr must belong to the feasible
set of the problem. In order to find a feasible initialization
point, we need to solve the following optimization problem,

minimize
Vs,Vr

ε (43a)

subject to Ps ≤ Ps,max, Pr ≤ Pr,max, (43b)
Rsr + ε ≥ γ, Rrd + ε ≥ γ, ε ≥ 0. (43c)

The solution to the above problem is obtained by an alternating
one similar to (39), and can be used as the initialization point
for (42). Algorithm 2 defines the detailed procedure.
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Algorithm 2 AQCP-WMMSE design for power minimization
1: a← 0 (set iteration number to zero)
2: Vs,Vr ← solve (43)
3: repeat
4: a← a+ 1
5: Ur,Ud ← solve (30) and (31), respectively
6: Sr,Sd ← Skr = Ek

r
−1 and Skd = Ek

d
−1, respectively

7: Vs,Vr ← solve (42), with fixed Ur,Ud,Sr, and Sd
8: until a stable point, or maximum number of a reached
9: return {Vs,Vr}

C. Energy Efficiency Maximization

The main idea behind energy efficiency is to perform the
same amount of tasks utilizing less energy. Eliminating energy
waste also provides economic benefits and ecological sustain-
ability. Therefore, energy-efficient or green technologies have
gained more attention in designing a future wireless system.
In this section, the energy efficiency is defined as the ratio of
the system sum-rate to the total power consumption of both
the source and the relay. The energy efficiency maximization
problem can be expressed as

maximize
Vs,Vr

t/Ptot (44a)

subject to Ps ≤ Ps,max, Pr ≤ Pr,max, (44b)
min{Rsr, Rrd} ≥ t. (44c)

Using the similar approach of sum-rate maximization problem,
the above optimization (44) can also be written as

maximize
Vs,Ur,Vr,Sr,Ud,Sd

t/Ptot (45a)

subject to Ps ≤ Ps,max, Pr ≤ Pr,max, (45b)∑
k∈K

(−Tr(Skr Ek
r ) + log|Skr |+ ds) ≥ t, (45c)∑

k∈K

(−Tr(Skd Ek
d ) + log|Skd |+ dr) ≥ t. (45d)

Using Dinkelbach’s algorithm [48], we can rewrite the opti-
mization problem as

maximize
Vs,Ur,Vr,Sr,Ud,Sd,λ

t− λPtot (46a)

subject to Ps ≤ Ps,max, Pr ≤ Pr,max, (46b)∑
k∈K

(−Tr(Skr Ek
r ) + log|Skr |+ ds) ≥ t, (46c)∑

k∈K

(−Tr(Skd Ek
d ) + log|Skd |+ dr) ≥ t. (46d)

For fixed Vs and Vr, the MMSE filters and the MMSE error
matrix can be calculated from (30), (31), and (32), (33)
respectively. The λ can be determined from

t− λPtot = 0, (47)

where Vs and Vr are updated by solving (46) with fixed
Ur,Ud,Sr,Sd and λ. The optimization problem is solved until
a stable point is reached. Since the objective increase mono-
tonically and it is bounded from above, we can conclude that
a global optimal value can be achieved. Algorithm 3 defines
the detailed algorithm procedure.

Algorithm 3 AQCP-WMMSE design for energy efficiency maximization

1: a← 0 (set iteration number to zero)
2: Vs,Vr ← right singular matrix initialization [47, Appendix A]
3: repeat
4: a← a+ 1
5: Ur,Ud ← solve (30) and (31), respectively
6: Sr,Sd ← Skr = Ek

r
−1 and Skd = Ek

d
−1, respectively

7: λ← solve (47)
8: Vs,Vr ← solve (46), with fixed Ur,Ud,Sr,Sd, and λ
9: until a stable point, or maximum number of a reached

10: return {Vs,Vr}

IV. COMPUTATIONAL COMPLEXITY

In this section, we evaluate the arithmetic computational
complexity corresponding to Algorithm 1. In this algorithm,
the consideration of the impact of hardware distortions and
CSI error escalates the problem dimension and also adds
complexity to the optimization problem structure.

The optimization variables Ur, Ud, Sr and Sd are obtained
using their closed-form solution. Therefore, the computational
complexity is dominated by the calculation of the variables
Vs,Vr and tk. The optimization problem over Vs,Vr and tk
can be cast as a conic quadratic program (CQP). The general
CQP can be stated as
min
x
{cTx : ‖Aix + bi‖2 ≤ cTi x + di, i = 1, 2, ..m; ‖x‖ ≤ R},

for x ∈ Rn;bi ∈ Rki . For the definition of problem structure;
please refer to [49, Section 4.6.2]. The arithmetic complexity
for attaining an ε-solution to the above problem is upper
bounded by

O(1)(m+ 1)
1
2 n
(
n2 +m+

m∑
i=0

(ki)
2)digit(ε),

where O(1) is a positive constant, and digit(ε) corresponds
to the required solution precision [49, Section 4.6.2]. The
computation necessary for each step depends on the size of
the variable space (n), the number of constraints (m) and
their corresponding block size (ki). For our problem, the size
of the variable space is given as n = K(2(Ns + Nr) + 1).
The block size for each constraint, ki = 2(d2s (1 + 2KNs) +
2KNrdsdr + KNsds + KNrdr + 2K + 2) corresponding to
constraint (38b), as ki = 2(d2r (1+2KNr)+(2KNs+1)dsdr+
KNsds +KNrdr +2K+2) corresponding to constraint (38c),
furthermore ki = 2KNsds belongs to power constraint (28b)
and ki = 2KNrdr belongs to constraint (28c). The total
number of constraints can be concluded to be m = 2K + 2.

For the joint decoding and mapping scenario, the size of the
variable space changes to n = 2K(Ns +Nr)+ 1. The number
of constraints will be reduced to m = 4, where the block size
for each constraint increases by K fold. As a remark, the actual
computation load may differ from the above mentioned, as it
depends on the utilized numerical solver and other structure
simplification methods.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
transceiver design JC and PC introduced in Section III-C in
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terms of sum-rate and energy efficiency for an FD MIMO
OFDM DF relay system under various system conditions. All
communication channels follow an uncorrelated Rayleigh flat
fading model. The SI channel follows the characterization
reported in [3]:

Hrr ∼ CN

(√
ρsiKR

1 +KR
H0,

ρsi
1 +KR

IMr ⊗ INr

)
,

where ρsi is the SI channel strength, H0 is a deterministic
matrix of all-1 elements, and KR is the Rician coefficient.
The spatial covariance matrix of the estimated error is assumed
to be the identity matrix. The overall system performance is
averaged over 100 channel realizations. For numerical analysis,
the default parameter values are chosen as in Table I.

|K| = K 4

N = Ns = Mr = Nr = Md 2

ρ = ρsr = ρrd -20 dB

ρsd, ρsi, KR -30 dB, 0 dB, 1

σ2
n = σ2

r,k = σ2
d,k -30 dB

Pmax = Ps = Pr 0 dB

Pszero = Przero = PFD -20 dB

d = ds = dr 2

κ = β,Θtx,s = Θtx,r = Θrx,r = Θrx,d = κIN -40 dB

TABLE I. DEFAULT SETUP

Comparison Benchmarks
For comparison using numerical simulations, the following

benchmarks are considered:
• JC: It represents the proposed algorithms for joint-

carrier (JC) design introduced in Subsection III-A1, with
consideration of the impact of imperfect CSI as well as
the hardware distortions.

• PC: It represents the proposed algorithms for per-carrier
(PC) design introduced in Section III-A, with consid-
eration of the impact of imperfect CSI as well as the
hardware distortions.

• LD (less-distortion): It indicates the algorithms that do
not consider the impact of hardware distortions at the
source and the destination in the design , i.e., only
hardware inaccuracy at the relay is considered since
hardware impairments are more significant for FD nodes.

• ND (non-distortion) [32], [35]: It indicates the algo-
rithms that do not consider the impact of hardware
distortions in the design (κ = β = 0), i.e., a perfect
hardware inaccuracy is assumed even though the system
suffers from hardware distortions. It only considers the
impact of imperfect CSI similar to [32], [35].

• Wo-CSI (without-CSI) [31]: It indicates the scenario
where the system is able to attain a perfect CSI similar to
[31]. However, here the impact of hardware distortions
is taken into account.

• HD [50]: It indicates the scenarios when an HD MIMO
relay is employed similar to [50]. We consider the HD
relay utilizes TDD, hence SI is not present. Here, the

hardware distortions and channel estimation error are
taken into consideration.

Visualization
In Fig. 1(a), the average convergence behaviour of our

proposed solution with multiple initial points (random initial-
izations) is plotted for different values of hardware inaccuracy
κ dB. Here, we have observed that right singular matrix (RSM)
initialization proposed in [47, Appendix A] shows a better
convergence behavior compared to a random initialization,
i.e., a slower convergence. It is observed that the algorithm
converges within 10-25 iterations while utilizing the RSM
initialization. As expected, it can be seen that the objective
has a higher value for smaller hardware inaccuracy. However
during numerical simulations, we have observed a optimality
gap for higher hardware inaccuracies. This is expected, as
larger κ leads to a more complex problem structure.

In Fig. 1(b), the performance of the proposed design (JC
and PC), in terms of system sum-rate, is evaluated for different
values of transceiver accuracy. As we can observe, the sum-
rate decreases as the transceiver inaccuracy increases, i.e., the
higher the κ, the smaller the sum-rate. It is clear that the
proposed design JC outperforms all the other benchmarks.
However, for small values of the transceiver inaccuracies, the
ND algorithms (ND-JC and ND-PC) performance similar the
proposed algorithms (JC and PC), respectively. As κ increases,
the performance of ND algorithms degrades compared to the
corresponding proposed algorithms. For higher values of κ, the
HD algorithms performs better than the ND algorithms due to
presence of strong SI, which implies that the consideration of a
hardware-distortion aware design is significant for FD systems.
It is also interesting to observe that the LD design performs
similar to the JC design except for the higher values of κ,
which is very unusual in the practical case.

In Fig. 1(c), the impact of the receiver noise in the system
performance in terms sum-rate is depicted. As expected, it can
be observed that the sum-rate of the system decreases as the
receiver noise increases. The proposed algorithm (JC) shows
better performance compared to all other benchmarks. It is
interesting to observe that for lower values of receiver noise,
the performance of the ND algorithms degrades compared to
the proposed algorithms for both JC and PC design. This is due
to the fact that, for lower values of receiver noise, the hardware
distortions become dominant. This shows the importance of
considering a hardware-distortion aware design, especially in
high signal to noise ratio (SNR) scenario.

In Fig. 1(d), the performance of all the algorithms in terms
of sum-rate is evaluated with respect to the channel estimation
error. It can be clearly observed that as the channel estimation
error increases the sum-rate of the system decreases. For higher
values of channel estimation error, the performance of the
Wo-CSI design becomes worst compared to the JC and ND
designs, which shows the relevance of consideration of channel
estimation error in the design. Another interesting observation,
as in case of receiver noise, is that the performance of the
ND-JC algorithm becomes worst compared to the proposed
JC algorithm. This is because, for lower values of channel
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Fig. 1. Sum-rate vs. different system parameters
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Fig. 2. Energy Efficiency vs. different system parameters

estimation error, the hardware distortion becomes dominant
resulting in performance degradation of ND-JC algorithm.

In Fig. 1(e), the total sum-rate of the system is plotted
against the number of antennas at the relay. As expected,
the sum-rate generally increases as the number of antennas
at the relay increases. An interesting observation is that as the
number of antennas at the relay increases, the performance
of ND algorithm degrades compared to the JC and PC algo-
rithms. This implies that as the number of antennas increases,
hardware-distortion aware design becomes more relevant.

Fig. 2(a) shows the impact of the transceiver inaccuracy
on the energy efficiency of the system. We can observe a
similar trend as in the case of the sum-rate. The energy
efficiency of the system decreases as the transceiver inaccuracy
(κ) increases. The performance of ND algorithms degrades
compared to the corresponding proposed algorithms as the
transceiver inaccuracies (κ) increases. Due to the absence

of SI, the HD systems becomes more energy efficient FD
systems that does not consider hardware distortions for higher
transceiver inaccuracies scenario. This can be clearly observed
as the HD algorithms outperforms its ND counterpart for
higher values of κ, which implies the importance of consid-
ering a hardware-distortion aware design. It is also observed
that the ND design becomes less efficient compared to the JC
design, as the value of (κ) increases.

Fig. 2(b) and 2(c) depicts the system performance in terms
of energy efficiency with respect to different values of receiver
noise and channel estimation error, respectively. As expected, it
can be noticed that as the receiver noise or channel estimation
error increases the energy efficiency of the system decreases. It
can also be observed that the proposed algorithm outperforms
their respective ND and HD benchmarks. In Fig. 2(b), it can
be noticed that the energy efficiency of system with Wo-CSI
design performs worst compared to the JC and ND design,
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particularly for higher values of channel estimation error. This
shows the significance of considering the channel estimation
error in energy efficient system design. Furthermore in Fig.
2(c), we can observe that for lower values of receiver noise,
the proposed algorithms outperforms their respective ND coun-
terpart. This is because, the hardware distortions become more
dominant when the receiver noise becomes less, which in
turn degrades the performance of the ND algorithm. This
shows the significance of hardware-distortion aware design to
improve energy efficiency of FD systems, especially in high
SNR scenario.

Fig. 2(d) shows the impact of power consumed for channel
estimation on the energy efficiency of the system. Initially,
the energy efficiency of the system increases as the power
consumed for channel estimation increases. However after a
certain point, the energy efficiency starts to degrade. This
is because the energy required for the transmission becomes
less as more power is allocated to the channel estimation.
Hence, it is better to restrict the power consumption for channel
estimation with some budget constraint to gain better energy
efficiency.

Computational Complexity
In Table. II, the computational complexity of the algorithms

in terms of the required computational time (CT) is depicted
for different values of transceiver accuracy 6. It can be seen that
the JC design requires a high CT compared to other algorithms.
This is due to the consideration of distortion of all the nodes
as well as joint sub-carrier optimization. It is interesting to
observe that LD design performs similar to the JC design with
less CT. It also outperforms the PC design even though both
designs require almost similar CT. Hence for complex systems,
one can use LD design without significant degradation.

κdB JC PC LD LD-PC ND
-40 80.32 46.41 53.45 30.59 27.14
-20 63.18 46.15 53.45 30.59 27.18
-5 69.23 50.15 43.93 33.60 27.18

TABLE II. COMPARISON OF COMPUTATIONAL COMPLEXITY IN TERMS
OF CT (SECS)

Fig. 1(f) illustrates the computational complexity of the JC
algorithms in terms of the required computational time (CT)
with respect to the number of sub-carriers K for different
number of relay antennas. For this numerical simulation, we
consider the value of transceiver inaccuracies (κ) to be −50
dB. As expected, it can be observed that the computational
time increases as the number of sub-carriers or number of
relay antennas (Mr = Nr) increases. As the number of sub-
carriers increases, the algorithm complexity increases drasti-
cally compared to ND algorithm due to ICL introduced by non-
linear hardware distortions. Another interesting observation
is that the LD algorithm, which attains similar performance
to proposed algorithm, has less computational complexity
compared to JC algorithm.

6The reported CT is obtained using an Intel Core i7-4790S processor with
a clock rate of 3.2 GHz and 16 GB RAM. We use MATLAB 2016b on a
64-bit operating system.

VI. CONCLUSION

MC FD systems are usually limited by the residual SI,
which spreads over multiple subcarriers due to the non-linear
hardware distortion. In this work, we have proposed linear
transceiver design strategies for an FD MC MIMO DF relaying
system, considering maximization of energy efficiency as well
as the system sum-rate, while taking into account the impact of
hardware impairments. From the numerical simulations, it is
observed that a significant gain can be obtained via the applica-
tion of the proposed distortion-aware designs, when transceiver
inaccuracy increases, and ICL becomes a dominant factor.
This indicates that the consideration of hardware distortion is
essential for an FD MIMO MC relay system. Furthermore, it is
observed that the JC approach performs better compared to the
PC approach and the HD benchmarks. It can also be noticed
that the LD approach, which is computationally less complex,
performs almost similar to the proposed optimal design, and
hence can be viewed as a viable alternative for more complex
scenarios, e.g., a multi-user or large array setup, without a
significant performance degradation.

As a future research step, we would like to address the appli-
cation of ultra reliable low latency communications (URLLC)
in mobile communications by consider low-density parity-
check (LDPC) codes [51], [52] which are of great significance
to improve the error performance of both HD and FD MIMO
systems.

APPENDIX A
PROOF OF LEMMA II.1

The time domain statistical independence et,l(t)⊥vl(t) and
et,l(t)⊥et,l′ (t), and the linear nature of the transformation (13)
are also applicable to the statistical independence properties at
the transformed unitary domain. Similarly, the Gaussian and
zero-mean properties for ekt,l becomes a linearly weighted sum
of the zero-mean Gaussian values et,l(mTs). The variance of
ekt,l can hence be obtained as

E
{∣∣∣ekt,l∣∣∣2} = E

{(
N−1∑
m=0

etx,l(mTs)q
∗
k,m

)
×

(
N−1∑
n=0

e∗tx,l(nTs)qk,n

)}

=

N−1∑
m=0

N−1∑
n=0

E
{
etx,l(mTs)e

∗
tx,l(nTs)

}
q∗k,mqk,n

=

N−1∑
m=0

E
{
etx,l(mTs)e

∗
tx,l(mTs)

}
qk,mq

∗
k,m (etx,l(t)⊥etx,l(t

′))

= κlE
{
|vl(t)|2

}
(from (12) and

N−1∑
m=0

qk,mq
∗
k,m = 1)

=
κl
K

K∑
m=1

E
{
|vml |2

}
(Parseval’s Theorem on energy conversation).

(48)
Similarly, the proof to the receiver characterization can be
obtained.
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