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Abstract—In practice only imperfect channel state information
(CSI) is available at the transmitter due to noisy and time-
varying channel. In this paper, we consider optimal bit loading
for orthogonal frequency division multiplexing (OFDM) with
imperfect CSI subject to channel estimation. The frame length
comes in as an important control parameter, while soft channel
estimation and the Cramer-Rao bound are used to include the
effect of channel estimation. We modify the conventional water-
filling to take the maximal allowed rate on each subcarrier into
account while considering CSI error. Its continuous output rates
are optimally quantized by a non-iterative algorithm. Simulations
show that the frame length is an important system parameter
and that the computing time for the proposed algorithm linearly
increases with the increasing number of subcarriers N.

I. INTRODUCTION

In OFDM (different modulation schemes can be employed
on subcarriers in order to adapt to individual channel gains on
subcarriers. To take advantages of adaptive modulation accu-
rate CSI is required at the transmitter. However, only imperfect
CSl is available in practice due to noisy channel estimation and
channel feedback delay. The induced performance degradation
has been studied in [1], [2].

Although the margin maximization problem (MMP) has
been solved by water-filling [3] with continuous rates allowed,
water-filling has to be modified when rates are constrained
to be discrete. Algorithms for optimal bit loading suggested
in [4], [5] get the complexity of around O(N log(N)). The
algorithm given in [6] has low complexity but cannot provide
the optimal solution.

In this paper, we quantify the performance degradation
of bit loading for OFDM by using soft channel estimates,
which additionally include channel uncertainties [7]. With the
Cramer-Rao lower bound (CRLB) on the variance of channel
estimation error we derive results not depending on a specific
estimation method. Furthermore, an algorithm is proposed to
implement bit loading for OFDM. It has the complexity of
O(N) the same as the algorithms suggested in [8], [9].

The remainder of this paper is organized as follows. Sec-
tion II presents the system model. In Section III effective noise
is embedded with channel estimation error. In Section IV we
analyze the influence of channel estimation error on water-
filling for OFDM. An algorithm, quantizing the continuous
output rates, is explained in Section V. Numerical results are
given in Section VI. Finally this paper is concluded.

II. SYSTEM MODEL AND ASSUMPTIONS

Consider an OFDM system with /N subcarriers. The data
stream is divided into frames. Each frame consists of / OFDM
symbols and may include I; pilot symbols or not. It is assumed
that transmission is subject to frequency selective fading and
that the channel is invariant within a sufficiently long period
of time. In frequency domain a received symbol on the nth
subcarrier may be written as

yln] = hinjz[n] + win], (1)

where y[n] and z[n] refer to the received and transmitted
symbols on the nth subcarrier, respectively. Additive noise
sample w[n] is complex Gaussian distributed with zero mean
and variance o2. Let h[n] denote the channel coefficient on
the nth subcarrier in frequency domain.

In practice, reliable transmission always requires low bit-
error rates (BERs), see [10]. Therefore, we assume our systems
throughout this paper to be operated in the high signal-to-noise
ratio (SNR) range, where low BERs can be guaranteed.

III. IMPERFECT CSI BY NOISY CHANNEL ESTIMATION

By assuming that the channel remains invariant for a suf-
ficiently long period of time, channel feedback delay may be
neglected so that we can focus on the effect of the imperfect
CSI only subject to channel estimation.

Channel estimation error in OFDM systems may be mea-
sured by the average mean square error (MSE) over subcarri-
ers, defined as

1 N > 2
MSE:E{N;h[n] — h[n]| }

where fL[n] denotes the estimated channel coefficient on the
nth subcarrier. If multipath components experience indepen-
dent Rayleigh fading, it follows that all subcarriers undergo
identical Rayleigh fading [1]. The MSE may be written as

MSE = E{|h[n] - ﬁ[nw} Vne{l,... N}

For simplicity, the subcarrier index is suppressed within
this section. With the least-squares channel estimation, the
estimated channel coefficient can be
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Obviously, h can be expressed by
h=h—e.

If = is known or correctly decided by the receiver, channel
estimation error e is a zero-mean complex Gaussian random
variable with variance 02 = 02 /|z|?. Therefore, h can be
treated as a complex Gaussian random variable with mean h
and variance o2. In such a case it holds that MSE = o2
Hence, 02 may be interpreted as the uncertainty of h. The
pair (h,o?2) is called a soft channel estimate, it extends the
channel estimate h by the channel uncertainty o2, see [7].
Based on the decomposition above, (1) can be re-written as

y:ﬁzfeerw.
N—_——
]

The term n = —ex+w is called effective noise. It is comprised
of additive channel noise and channel estimation error. Since
w is independent over OFDM symbols and then e can be
assumed to be stochastically independent, it easily follows that

02 = E{| — ex + w|?} = Po? + o2,

where P = E{|z|?} is the transmit power of data symbols.

Channel estimation in OFDM systems has already been
studied over many years. There are essentially two types of
methods: the pilot-based channel estimation and the blind or
semi-blind channel estimation.

The first approach is based only on pilot symbols, where
the MSE can be expressed by the CRLB in [11], given as

— c

MSE = TSNR' 2
where ¢ = L/N in [12] and L is the length of channel impulse
response. MSE is normalized by E{|h|*} as MSE.

The second method additionally utilizes data symbols.
Channel estimation and data detection are jointly performed,
mutually benefiting from each other. Its MSE is close to the
CRLB at high SNR with low BERs assured as assumed earlier.
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Fig. 1. The Cramer-Rao lower bound for the mean square error of channel

estimation when I = 1, Iy = 10 and Iy = 100 with ¢ = 1.

In such a case I; in (2) is equal to the frame length 7. Fig. 1
plots the CRLB against the SNR for different values of I;.
If the pilot-based channel estimation is applied and the same
transmit power is allocated on data and pilot symbols , or if
the blind channel estimation is adopted, the power of 7 is
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It is only impacted by the frame length when o2 is constant.

IV. WATER-FILLING WITH IMPERFECT CSI

In adaptive OFDM systems the MMP is equivalent to
minimizing transmit power under the BER and data rate
constraints. In mathematical terms it reads as

N
minZP[n] 4)
n=1
subject to :
N
Cl: Zr[n} >R
n=1
C2: 0<rn <M, Vne{l,...,N}
C3: r[n] =log, (1 + P[n|G[n])

where R in C1 is the minimal required data rate. The
constraint on the maximal allowed rate over each subcarrier M
refers to the maximal amount of bits that can be transmitted
over each subcarrier in one OFDM symbol. Constraint C3 is
the power-rate function, where P[n] and r[n] denote the power
and rate allocated on the nth subcarrier, respectively.

With perfect CSI the channel-to-noise ratio (CNR) is

_ |ln)P?
o2’
where the SNR gap T is a function of the required BER. With

imperfect CSI, the effective noise (3) can be employed and
the CNR becomes

Gn] ®)

Gln] = ][> ©)
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The optimal power and rate allocation on each subcarrier
can be derived by water-filling [3], shown as

1
Pln] = /\—m 7)
rln] = logy(AG[n]), (8)

where

R 1 a
A=24d — 9
(H Gw) ©

is the water level determined by the rate constraint. Set D
contains d used subcarriers. By taking (5) and (6) into (7), (8)
and (9) separately, to satisfy the rate demand more power is
allocated on each subcarrier with imperfect CSI compared to
the one with perfect CSI. Such impact is only affected by I;.



Algorithm 1 Strict Water-Filling (SWF)

initialization
D—{1,...,N}
A—0
PM[n] = G%n]
repeat
A —(9)
Pln] — (T),neD
S —{neD|Pln] <0}
L —{neD|Pln|> Pyln|}
if S# 0 then
D+ D\S
else if £ # () then
A—AUL
D« {l,...,N}\ A
R R—Mx |L]
end if
until S=0 and £L =10
r[n] — @®),neD
Output
r[n], A\, D and A

@M —1)neD

Algorithm 1 returns the optimal solution to MMP and is
called strict water-filling (SWF), because the constraint on the
maximal allowed rate over each subcarrier is met unlike the
continuous rate distribution in [3], [4], [9], [13].

The subcarriers, achieving the maximal allowed rate, are
included in set .A. In practice, due to large rate demands most
of the subcarriers are used, so D is initialized as containing all
available subcarriers. In each iteration, if negative rates happen
on subcarriers in S, this set of subcarriers must be removed
from D. After such removing the water level and the rates
on other subcarriers in D decrease and some subcarriers may
be excluded from £, which contains the subcarriers with rates
larger than or equal to the maximal allowed rate.

Hence, we can move the subcarriers with rates larger than
or equal to M bits per OFDM symbol from D to A, provided
there arise only positive rates on other subcarriers in D. After
that the water level increases and subcarriers, which used
to achieve non-positive rates, may load positive rates. Then
D must be set to contain all subcarriers except the ones in
A to investigate the possibility of using the before removed
subcarriers. SWF finishes till that all subcarriers in D achieve
positive rates smaller than M bits per OFDM symbol. It can
be expressed by

(r[n], A\, D, A) = SWE(R, M), Vn

The complexity of SWF depends on d, which is determined
by R, N and CNRs. To simplify this matter, we assume
that d/2 subcarriers are removed from D in each iteration.
In such a case, N multiply operations to have Pys[n], N log
operations to derive r[n] and maximal 2N multiply operations
plus log,(IN) exponential operations to obtain A must be
executed. Besides these, only simple operations are needed.
Hence, the complexity of SWF is around O(N).

V. RATE QUANTIZATION

The rates, distributed on subcarriers by SWF, can be any
real numbers in [0, M]. However, in practical transmission,
only discrete rate distribution is realizable, where fractional
rates may be feasible by channel coding.

Let 8 denote the granularity for the modulation schemes
used in the considered OFDM system. It describes the constant
distance between two neighboring rates.

Rounding up a continuous rate to a nearest available discrete
rate is expressed as

7’3 [n] = r[n] + Art[n]

and rounding down a continuous rate to a nearest available
discrete rate is expressed as

o [n] = r[n] — Ar~[n],

where Art[n], Ar~—[n] € [0,3) denote the bit increment and
decrement by rounding up and down, respectively. Accord-
ingly, with the inverse of the power-rate function the power
increment on each subcarrier can be expressed by

1 +
_— _orlnloArTin] _ 1y
Gl ( )

Assume that the rates on the /th and nth subcarriers, given
by SWE, are positive with Ar*[l] > ArT[n]. It follows that
the power increment on the I/th subcarrier must be larger than

the one on the nth subcarrier, shown as
APT[I] A2 )
> A2 1) = APT[n]

APT[n] =

due to (8) and that the exponential function is monotonically
increasing. This can be concluded as follows.

Theorem 1: Given the continuous rates on two subcarriers
by SWE, the less bit increment results in a lower power
increment than the larger one.

Recall that the number of bits per modulation symbol con-
secutively increases by step size (3 for all available modulation
schemes. After the SWF, the rates on some subcarriers must
be rounded up, while the rates on the others must be rounded
down, so that the data rate constraint C'1 can be met due to
that it holds

d > %ZA?”L[H} and

neD

1
d > - Ar~[n].

i
Obviously, if a rate on one subcarrier is rounded up by
Ar*[l] > (3, there must exist subcarriers instead, on which
rates may be rounded up by bit increments smaller than (3,
resulting in a lower power increment while satisfying the data
rate requirements.

Based on the analysis above, it can be deduced that a
continuous rate, given by SWF, can be rounded up only by
smaller than 3 bits and that subcarriers with zero rates from
SWEF cannot load any bits after the rate quantization.



Algorithm 2 Efficient Bit Loading (EBL)

initialization
(r[n], A, D, A) «— SWE(R, M), Vn
quantization
R, > cpArT[n]
B « {[R,/3] subcarriers in D with smallest Ar*[n]}
rln] — M, ne A
r[n] «— ra[n], neB
rn] Hra[n], neD\B
P[n] < the inverse of C3
Output
r[n], P[n]

With the above theorem and deduction, a non-iterative
rate quantization method for optimal bit loading is designed,
shown in Algorithm 2. Algorithm 1 is used to initialize the
rate distribution on subcarriers, where continuous rates are
allowed and the constraint on the maximal allowed rate over
each subcarrier is met. The unachieved rate R, after rounding
rates down is calculated. Then the rounding up has to be
performed to meet the rate requirement R again. The number
of subcarriers to be increased by rate (3 is obviously given
by (%1 Using Theorem 1 we choose the set B with f%]
elements containing the subcarriers n € D with the smallest
Ar™T[n]. Finally the rates on these subcarriers are rounded up
and transmit power P[n] on each used subcarrier is calculated.
In the quantization step only simple operations, like plus,
minus and compare are required.

In [4], [5], [13], [14], after rounding the continuous rates
with a ceiling rate M, the total achieved rate may be larger
(smaller) than R. Rates on the subcarriers in {1,...,N}
with the smallest (largest) bit increments are rounded down
(up) by ( bits iteratively till meeting C1. Note that in our
algorithm considering M in SWF allows that only subcarriers
in D are considered. [R,/(] subcarriers with the smallest
bit increments can be rounded up at one time non-iteratively.
Rates on other subcarriers are rounded down. By using the
order statistic selection algorithms [15], this step can be
efficiently implemented with complexity O(N) in the worst
case. Instead of comparing power increments used in [8],
[9], we reduce the number of exponential operations from
N to N/2 to obtain the transmit power after rounding up
and down on subcarriers in D by comparing rate increments,
when the average of d equal to N/2 is assumed. To sum up,
the complexity of EBL is around O(N).

VI. SIMULATION RESULTS

In this section, simulation results are given to quantify the
influence of the channel estimation error on optimal bit loading
for OFDM. The frequency selective channel is modeled as
consisting of 16 independent Rayleigh distributed multipaths
with an exponentially decaying profile and ¢ in (2) is set to
one. The expected CNR on each subcarrier is set to 5 dB.
The imperfect CSI is given by performing the least-squares
channel estimation on each subcarriers. For an intended BER

o Imperfect CSI Withllzl

o Imperfect CSl with I,=10

< Imperfect CSI with |, = 100
—+— Perfect CSI
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Fig. 2. Optimal bit loading for MMP with imperfect and perfect CSIs.

of 1076, M = 6 bits at maximum can be transmitted
over each subcarrier in one OFDM symbol. The proposed
algorithm is implemented with MATLAB and its computing
time is measured by the pair of commands (tic, toc), which is
recommended by MATLAB help.

Fig. 2 shows the transmit power of optimal bit loading with
imperfect CSIs and perfect CSI over N = 16 subcarriers.
Power increment due to imperfect CSI (around 50.6% for
I, = 1, around 6.5% for I, = 10 and around 0.67% for
I; = 100) decreases as increasing I;. However, large I; is
almost impossible in practice. On one hand, if pilot-based
channel estimation is used, large number of pilot symbols
would deteriorate bandwidth efficiency. On the other hand,
even if blind or semi-blind channel estimation is adopted, the
stability of channels within a sufficiently long period cannot
be guaranteed and the unavoidable feedback delay cannot be
neglected any more. For example, 24 to 36 OFDM symbols in
each frame are transmitted in the worldwide interoperability
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Fig. 3. Computing time for EBL vs. increasing required rate.
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Fig. 4. Average values of d and N — a vs. increasing required rate.

for microwave access (WiMAX) downlink, see [16].

The curve in Fig.3 demonstrates the computing time for
EBL against different required rates with NV = 16. Its behavior
can be explained by Fig. 4, which plots the average values of
d and N — a against different demanded rates. Although the
gap between d and N — a is very large for a small demanded
rate and the sorting size shrinks to d by EBL, negative rates
happen very often due to a small number of used subcarriers.
For a large required rate, most of subcarriers can be used, but
d approaches to N — a and the constraint on the maximal
allowed rate over each subcarrier needs to be solved often.
A good balance is achieved for an in-between required rate.
The variation coefficient of the computing time over different
demanded rates is around 0.1.

Fig.5 shows the computing time for EBL against differ-
ent numbers of subcarriers N while the required rate is
R = MN/2. It can be seen that the computing time for
EBL is an approximately linearly increasing function of N.
The fluctuation on this curve is induced by the variation of
computing time due to different required rates. Hence, it is
proved that EBL can be computed in expected O(N) time.

VII. CONCLUSION

In this paper, the performance degradation of bit loading
by channel estimation error has been studied first. As an
approximate approach, the CRLB has been used to express
the channel estimation error. The resulting effective noise
power only depends on the number of OFDM symbols aiding
channel estimation in each frame. This makes the frame length
be an important system performance parameter while blind
or semi-blind channel estimation is adopted. This has been
proved by the numerical results. Through the analysis on
the continuous output rates of the modified water-filling, a
non-iterative algorithm has been proposed to quantize the
continuous output rates. Simulation results have shown that
the computing time for optimal bit loading in OFDM systems
can increase linearly with the increasing number of subcarriers.

Fig. 5.

(11

(2]

3

—_

(4]

(5]

(6]

(71

(8]
(9]
[10

(1]

[12]

[13]

[14]

[15]

[16]

Computing Time in Second

14 I I I I I I I I I I I
16 20 24 28 32 36 40 44 48 52 56 60 64

Number of Subcarriers

Computing time for EBL vs. increasing number of subcarriers.

REFERENCES

Y. Yao and G. Giannakis, “Rate-maximizing power allocation in OFDM
based on partial channel knowledge,” IEEE Trans. Wireless Commun.,
vol. 4, pp. 1073 — 1083, May 2005.

S. Ye, R. Blum, and J. Cimini, L.J., “Adaptive OFDM systems with
imperfect channel state information,” IEEE Trans. Wireless Commun.,
vol. 5, pp. 3255 — 3265, Nov. 2006.

Y. Li and G. L. Stueber, Eds., Orthogonal Frequency Division Multi-
plexing for Wireless Communications. Springer, 2005.

R. F. H. Fischer and J. B. Huber, “A new loading algorithm for discrete
multitone transmission,” in Proc. IEEE GLOBECOM, Nov. 1996.

P. S. Chow, J. M. Cioffi, and J. A. C. Bingham, “A practical discrete
multitone transceiver loading algorithm for data transmission over spec-
trally shaped channels,” IEEE Trans. Commun., vol. 43, pp. 773-775,
Feb./Mar./Apr. 1995.

M. Zwinggelstein-Colin, M. Gazalet, and M. Gharbi, “Non-iterative
bit-loading algorithm for ADSL-type DMT applications,” IEE Proc.
Commun., vol. 150, no. 6, pp. 412-418, Dec. 2003.

T. Wo, C. Liu, and P. A. Hoeher, “Graph-based iterative Gaussian
detection with soft channel estimation for MIMO systems,” in Proc.
SCC, Jan. 2008.

J. Campello, “Practical bit loading for DMT,” in Proc. IEEE ICC, June
1999.

J. Wang and J. C. L. Liu, “An iterative power allocation algorithm in
OFDM system based on power relaxation,” in Proc. IEEE ICME, 2005.
“Digital video broadcasting; framing structure, channel coding and
modulation for digital terrestrial television,” European Broadcasting
Union ETSI, Tech. Rep., Jan. 2001.

Z. Yi and Y. Cai, “Cramer-Rao bound for blind, semi-blind and non-
blind channel estimation in OFDM systems,” in Proc. IEEE ISCIT, Oct.
2005.

J. Choi, “A joint channel estimation and detection for frequency-domain
equalization using an approximate EM algorithm,” Signal Proccesing,
vol. 84, pp. 865 — 880, May 2004.

K. Liu, F. Yin, W. Wang, and Y. Liu, “Efficient adaptive loading
algorithm with simplified bandwidth optimization method for OFDM
systems,” in Proc. IEEE GLOBECOM, Nov. 2005.

N. Papandreou and T. Antonakopoulos, “A new computationally efficient
discrete bit-loading algorithm for DMT applications,” IEEE Trans.
Commun., vol. 53, pp. 785- 789, 2005.

T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein, Eds.,
Introduction to Algorithms. McGraw-Hill, Cambridge, Massachusetts,
Mar. 1990.

J. G. Andrews, A. Ghosh, and R. Muhamed, Fundamentals of WiMAX.
Prentice Hall, 2007.



