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Solution of Problem 1
Theorem 4.3 shall be proven.

a) X is a discrete random variable with p; = P(X = x;), i =1,...,m. It holds

H(X) =~ Zpi log(p;) > 0,

as p; > 0 and —log(p;) > 0 for 0 < p; < 1 and 0-log0 = 0 per definition.
Equality holds, if all addends are zero, i.e.,
pilog(p;)) =0<p, €{0,1} i=1,...,m,
as p; > 0 and —log(p;) > 0, thus, —p; log(p;) > 0 for 0 < p; < 1.
b) It holds

H(X) —log(m) = — Zpi log(pi) — Zpi log(m)
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As In(x) = z — 1 only holds for x = 1 it follows that equality holds iff p; = 1/m,
t=1,...,m. In particular, as p; = %, it follows p; > 0,1 =1,...,m.

c) Definefori=1,...,mand j=1,...,d



Show H(X | Y) — H(X) < 0 which is equivalent to the claim.
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Note that from p;; > 0 it follows p;,p; > 0. Equality hold for p; p; = p;; which is
equivalent to X and Y being stochastically independent.

This means that the mutual information I(X,Y) = H(X) — H(X | Y) is nonnegative.

d) It holds
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()
HX V)L HX)+ HY | X) < HX) + HY)
with equality as in (c) iff X and Y are stochastically independent.



Solution of Problem 2
Recall: H(X) = =3, p; log(p;).

a) H(]\f[):—ilogﬂi) 10g2(4) %+%—%log2(3)~0811
H(R) = —Hogy(1) — 24 logy(3) = 1+ 1= 15
K, K, Ks
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P(C=1)=PM=a)-P(K=K)=1-1=1
P(C=2)=P(M=a) P(K=K)+P(M=b)-P(K=K)=1-14+3.1=
P(C=4)=PM=1b)-P(K=K;)=3.1=2
=P((C=3)=1-P(C=1)-P(C=2-PC=4)=1-2 L3141
=H C) = _% 10g2(é) - %logQ(% 16 16

b) Lem.4.12 b) demands |C,| < || for perfect secrecy.
But in this case, we get 4 = |Cy| > K| =3 4

Solution of Problem 3
Show for any function f: X(Q) x V() — R, that H(X,Y, f(X,Y)) = H(X,Y).

By definition, we have:

HX, Y, Z=fX,Y)E Y P(X =2,Y =y, Z=2)log(P(X =2,Y =y, Z = 2))
XY, Z

With

P(X=z,Y =y

g [PX=eY =y i Z= gy
T o ifZ# f(X,Y)]

it follows that

H(X,Y,Z = f(X,Y)) ZP Y =y)log(P(X =2,Y =y)) = H(X,Y).

Note: It holds 0 - log0 = 0.



Solution of Problem 4

)

1 1 2 2
ZP )loga P(M;) = —(gloggg + glogQ§)

b) (i) For each M € M,,C € Cy there exists exactly one K € Ky such that e(M, K) =
C, namely K = (s1,...,sy) with s; = (¢; — a;) mod m.

(ii) Ky is uniformly distributed over Ky, as

. - ~ N ~ 1 1
P(KN:K):P(Klzsl,...,KN:SN):izl_[lP(Ki:Si):mN:m

VK = (s1,...5n)

(iii) Disadvantage of Vernam Cipher: The main disadvantage of the Vernam Cipher is
that : [IC,| > |M| (one needs at least as many keys as plaintexts) and these keys
need to be communicated over a secure channel in advance.

)
H(O, M) chairgrule H(C) +H(M|C) perfSec H(C) —|—H(M)

d) Due to the independence of X and Y we have py (y|x) = py (y), and

H(Y|X) = ZZPY )logapy (y) = |X|H(Y) = H(Y)



