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Abstract—In this work we study the behavior of a full-duplex
(FD) and amplify-and-forward (AF) relay where realistic limita-
tions of FD relays in overcoming their loopback self-interference
signal are taken into account. This includes the inaccuracies of the
analog hardware components, as well as the limited interference
estimation accuracy in the baseband (digital) domain. As it will
be elaborated, due to the inter-dependency of the transmit relay
power and the residual self-interference in an AF-FD relay, we
observe a distortion loop that dominates the system performance
when the relay dynamic range is not adequately high. The effects
of this loop are then studied analytically and the optimal relay
selection and power optimization is derived, assuming a setup
with a single source and multiple destination nodes (multicast
scenario). In order to provide further intuition, system behavior
and the corresponding optimal designs are studied analytically
for few extreme cases. In particular, a comparison is made with
the similar relaying setup with decode-and-forward (DF) process,
where the distortion loop is reduced due to decoding. Finally, the
gains of the proposed design as well as the effect of different
system parameters are investigated via numerical simulations.

I. INTRODUCTION

The idea of full-duplex (FD) operation, as transceiver’s ca-
pability to transmit and receive at the same time and frequency,
is known with the potential to approach various requirements
of future communication systems (5G), e.g., improving spec-
tral efficiency, physical layer security and reduced end-to-end
latency [1], [2]. Nevertheless, such systems have been long
considered to be practically infeasible due to the inherent self-
interference. In theory, since each node is aware of its own
transmitted signal, the interference from the loopback path
can be estimated and suppressed. However, in practice this
procedure is challenging due to the high strength of the self-
interference channel compared to the desired communication
path, up to 100 dB [3]. Recently, specialized cancellation
techniques [4]–[8] have provided an adequate level of isolation
between Tx and Rx directions to facilitate a FD commu-
nication, and motivated wide range of related applications,
e.g., [3], [9]–[16]. A common idea of these techniques is the
accurate attenuation of main interference paths in RF (prior
to down-conversion), so that the remaining self-interference
can be correctly processed in the effective dynamic range of
the analog-to-digital convertor (ADC) and further attenuated
in the baseband (digital) domain. While the aforementioned
cancellation techniques have provided successful demonstra-
tions for specific scenarios, e.g., [7], it is easy to observe that
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Fig. 1. The signal flow as described in Section II. Transmitted signal from
source (S) is forwarded by the selected relay (distinguished with gray shadow)
to the destination nodes.

the obtained cancellation level may vary for various realistic
conditions. This mainly includes i) aging and inaccuracy of the
analog components, e.g., ADC and digital-to-analog-convertor
(DAC), power amplifier and oscillator in the analog domain, as
well as ii) inaccurate estimation of the remaining interference
paths due to the limited channel coherence time, noise and
limited processing power in digital domain. As a result, this
is essential to correctly model and take into account the
aforementioned inaccuracies to obtain a design which remains
efficient under realistic situations.

In this work we are focusing on the application of FD
capability on the classic relaying systems, where the source
node communicates with multiple destination nodes with the
help of a relay. Benefiting from the broadcast nature of
the wireless channels, multicast communication is deployed
for the multi-user and group communication scenarios were
multiple nodes receive the same message without burdening
the network with multiple retransmissions, see [17]–[19]. A
FD relay is capable of receiving the signal from the source,
while simultaneously communicating to the destination. This
capability, not only reduces the required time slots in order to
accomplish an end to end communication, but also reduces
the end to end latency compared to the traditionally Time
Division Duplex (TDD)-based half-duplex (HD) relays. The
design methodologies and performance evaluation for FD
relays with DF operation have been studied in [11] and [20]
by incorporating the aforementioned cancellation inaccuracies,
and also in [12], [21] with a threshold-based approach towards
the suppressible self-interference power. For the systems with
AF-FD relays the system behavior results in a rather com-



plicated mathematical description. This stems from the inter-
dependent behavior of the transmit power from the relay and
the residual self-interference components, which result in a
distortion loop, see Subsection II-C. As a result, simplified
models are widely used for related investigations. The design
methodologies for AF-FD relaying systems have been studied
in [22], [23] assuming perfect self-interference cancellation,
in [24], [25] assuming conditional perfect cancellation with
a threshold for the allowed self-interference power, and in
[26] assuming a known variance for residual self-interference
at the relay. The above-mentioned studies, while providing a
smart trade-off between design complexity and system perfor-
mance, may lead to inefficient design due to the non-realistic
assumptions. In few works that apply a more accurate model,
a power-constraint relaying with single user communication is
studied in [27]–[29]. In the aforementioned works the effect
of inaccurate interference estimation in digital domain have
been incorporated in [28], where the distortions from analog
domain components have been addressed in [27], following
the experimental modeling [30]–[32] and in [29] following the
proposed model in [33]. The work in [29] is then extended by
[34] to enhance the physical layer secrecy in the presence of
an Eavesdropper.

While the aforementioned literature introduces the impor-
tance of more accurate transceiver modeling for AF-FD relays,
only few relaying scenarios have been so far studied in this
scope. Furthermore the previous works lack elaboration on
the aforementioned distortion loop, and how it affects the
performance of an AF-FD relay. In particular, a comparison
with an equivalent DF-FD relay is essential for each scenario,
where this loop can be significantly alleviated as the received
signal is decoded prior to amplification and transmission.

Contribution: In this paper we extend the work in [27]
to the scenario where the analog domain inaccuracies in the
receiver chain, the transmitter chain, as well as digital domain
self-interference channel estimation errors are jointly taken
into account. A setup with a single source and multiple desti-
nation nodes (multicast) is studied in order to generalize our
analysis into a broader range of wireless communication ap-
plications, see [17]–[19]. The optimal relay selection and am-
plification strategies are then derived analytically. This is done
by assuming a norm-2 ball for the feasible self-interference
channel estimation error, and optimizing the worst-case end-to-
end performance, corresponding to the worst-case estimation
error. In order to provide a better intuition, system behavior and
the corresponding optimal designs are then studied analytically
for few extreme scenarios where the system performance
is dominated with noise, or with distortion components. A
comparison is then made with a similar setup with a DF-
FD relay, where the studied distortion loop is alleviated via
decoding. Finally, the gains of the proposed design as well as
the effect of different system parameters are investigated via
numerical simulations.

Paper organization: In this document we provide a detailed
system model in Section II. Optimal relay amplification and
selection is then derived in Section III. The behavior of the
system for few extreme cases is analyzed in Section IV. A
comparison between AF-FD and DF-FD relaying schemes is
done in Section V, and finally, the proposed solutions are

TABLE I. LIST OF THE USED SYMBOLS IN THE DEFINED SYSTEM

Notation Description
s, Ps transmit signal from the source and its power
hsr,k channel coefficient for the source-relay paths
h
(n)
rd,k channel coefficient for the relay-destination paths
hrr,k channel coefficient for the self-interference paths
h̃rr,k estimated self-interference channel coefficient
δk self-interference channel estimation error
Hk set of all feasible self-interference channel estimation errors
δ?k the worst-case feasible δk ∈ Hk

γk, βk ratio representing Tx and Rx chain’s dynamic range
ak relay amplification coefficient

mk,Mk the additive white noise at Rk and its variance
w(n),W (n) the additive white noise at Dn and its variance
ein,k, eout,k error signals originating from Rx and Tx chains
rin,k, rout,k input and output signals at Rk

uin,k, uout,k non-distorted received and transmit signals at Rk

Pk maximum individual allowed power
SK , SN index set of respectively all relay and destination nodes

evaluated via numerical simulations in Section VI.

II. SYSTEM MODEL

We investigate the scenario where a HD single antenna
source (S) multicasts a message to N single antenna destina-
tions (D1 · · ·DN ) with the help of an AF relay node (Fig.1).
We assume there exist K relay nodes (R1 · · ·RK) from which
the best relay will be selected to forward the message to
the destination nodes. Relay nodes are equipped with single
transmit (Tx) and single receive (Rx) antenna and operate in
FD mode, i.e., reception from the source and transmission
to the destination nodes are performed simultaneously. All
communication channels are assumed to follow the block
flat-fading model. We denote the channel between S and
Rk as hsr,k ∈ C and the channel between Rk and Dn as
h
(n)
rd,k ∈ C, where k, n respectively represent the index of

the corresponding relay and destination nodes. The loopback
self-interference channel for Rk is denoted as hrr,k ∈ C. Due
to the high strength of the self-interference channel, only an
estimate of the self-interference channel, i.e., h̃rr,k, is known.
Hence the accurate self-interference channel coefficient can be
written as

hrr,k =h̃rr,k + δk, δk ∈ Hk,
Hk := {∀δk ∈ C | |δk|2 ≤ ζk} ,

where δk ∈ C is the channel estimation error and Hk is a
confidence set, which contains the values of δk with a high
probability. The value ζk ∈ R+ represents the radius of the
confidence set, and depends on the quality of the channel
estimation. More elaborations on the aforementioned channel
estimation error model and the choice of confidence set is
given in [35]. In this work the path between the source and
destination nodes are assumed to be ignorable. The index set
of all relay nodes in the network is denoted as SK while the
index set of all destination nodes is denoted as SN .

A. Source-to-relay communication

Upon selection of the k-th relay node, Rk, it continuously
receives and amplifies the received signal from the source,
while dealing with the loopback self-interference signal from
its own transmitter front-end, see Fig. 2. This is done by
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Fig. 2. The interaction of different signal components in an amplify-and-forward FD relay node. The loopback-self interference affects the residual interference
intensity. The red signal represents the self-interference signal while the green signal represents the suppressible (estimated) interference part.

utilizing the known self-interference cancellation techniques,
e.g., [5]–[7], in the receiver front-end. The received signal on
the relay is

rin,k =hsr,k · s+ hrr,k · rout,k +mk + ein,k =

hsr,k · s+ h̃rr,k · rout,k + δk · rout,k +mk︸ ︷︷ ︸
=:uin,k

+ein,k,

(1)

where rin,k, rout,k ∈ C respectively represent the received and
transmitted signal at the k-th relay node and mk ∈ C repre-
sents the zero-mean circularly symmetric complex Gaussian
(ZMCSCG) noise with variance Mk. The transmitted signal
from the source is represented as s ∈ C and uin,k ∈ C is the
undistorted received signal on the Rx antenna. The receiver
distortion, as the additional error from antenna up to ADC
module is represented as ein,k ∈ C, which represents the
effect of limited dynamic range (e.g., limited ADC accuracy) in
facing with the high-power received signal. For detailed elab-
oration on this distortion model please refer to [11], [32] and
system measurements in [30], [31]. While the aforementioned
error is assumed to be ignorable in many classic HD schemes,
it plays an important role in our system due to the high power
nature of the self-interference. The known (distortion-free)
part of the self-interference signal is then suppressed and the
resulting signal is amplified to constitute the relay’s output: 1

rout,k = ak · rsupp,k︸ ︷︷ ︸
=:uout,k

+eout,k, (2)

rsupp,k = rin,k − h̃rr,k · uout,k, (3)

where rsupp,k ∈ C and ak ∈ C represent the interference-
suppressed version of the received signal and the amplification
coefficient at Rk. The intended transmit signal is denoted as
uout,k. Similar to the defined distortion in the receiver chain,
we define the transmitter distortion as eout,k which represents
the effect of limited transmitter dynamic range, [11], [32]. As
it has been shown, the variance of the distortion components
is proportional to the collected power on the receiver antenna
(undistorted received signal), for ein,k, and to the power of the
transmit signal prior to DAC module (intended Tx signal), for
eout,k:

E{ein,ke∗in,k} = βk · E{uin,kuin,k∗}, ∀k ∈ SK , (4)
E{ein,ke∗in,l} = 0, k 6= l, (5)

E{eout,ke∗out,k} = γk · E{uout,kuout,k∗}, ∀k ∈ SK , (6)
E{eout,ke∗out,l} = 0, k 6= l, (7)

where E{·} represents the mathematical expectation and
βk, γk ∈ R+ are coefficients respectively relating the intended
receive and transmit signal power to the variance of the
resulting distortion. The transmit power of the relay node is
limited by

E{rout,kr∗out,k} ≤ Pk, k ∈ SK , (8)

where Pk represents the maximum allowed power on the
function of Rk.

B. Relay-to-destination communication

The transmitted signal from the selected relay node, Rk,
passes through the relay to destination channels and constitutes
the received signal at the destination nodes:

y(n) = h
(n)
rd,k · rout,k + w(n), (9)

where y(n), w(n) ∈ C respectively represent the received
signal at Dn, and the ZMCSCG noise with variance W (n).
Table I provides the description of the signal notations to better
communicate the defined model.

C. Distortion loop

In this part we provide an intuitive description of the
aforementioned distortion loop, following the defined system
model, which makes the subsequent arguments in the paper
more clear. As the transmit power from the relay increases,
the power of the error components, both due to analog and
digital domain errors increase, see (1) in connection to (4)-
(7). On the other hand, these errors are amplified in the relay
process and further increase the relay transmit power, see (1)
in connection to (2) and (3). The aforementioned effect causes
a loop which signifies the problem of residual self-interference
for the relays with AF process. In the following section,
we study the problems regarding optimal relay selection and
the optimal choice of relay amplification coefficients for the
defined system.

III. OPTIMAL RELAY SELECTION FOR FULL-DUPLEX
AMPLIFY-AND-FORWARD RELAYS

In this section we obtain an optimal relay selection strat-
egy together with the optimal relay amplification coefficients,
following the max-min approach. This leads to the maximum
end to end communication rate which is preserved for all mul-
ticast destination nodes, and for all feasible self-interference
channel estimation errors defined by the sets Hk . Due to
the single stream setup we equivalently define our problem as



Signal-to-Error-plus-Noise-Ratio (SENR) maximization at the
destination nodes. This can be hence formulated as

max
k∈SK , ak∈Ak

{
min

n∈SN , δk∈Hk

SENR
(n)
k

}
, (10)

where Ak includes all values of ak which satisfy the Rk
transmit power constraint (8), and SENR

(n)
k is the resulting

SENR at Dn if Rk is selected as the active relay node. In
order to solve the above problem, in the first step, we derive
an explicit formulation for the relay’s transmit power which
plays an important role in the formulation of SENR values.
By incorporating (1), (4)-(7) into (2) and (3) we have 1

E{uout,ku∗out,k} = |ak|
2
(
Ps |hsr,k|2 +Mk + E{ein,ke∗in,k}

+ E{eout,ke∗out,k} · |hrr,k|
2
+ E{rout,kr∗out,k} · |δk|

2
)

= |ak|2
(
Ps |hsr,k|2 +Mk + E{uin,ku∗in,k}βk

+ E{uout,ku∗out,k} ·
(
|hrr,k|2 γk + (1 + γk)|δk|2

))
, (11)

where Ps := E{ss∗} is the transmit power from the source.
The undistorted received power at the relay can be calculated
from (1)-(3) as

E{uin,ku∗in,k} = Ps |hsr,k|2 +Mk + |hrr,k|2 E{rout,kr∗out,k}.
(12)

It is worth mentioning that due to the proximity of the Rx and
Tx antennas on the FD device, the loopback self-interference
signal is much stronger than the desired signal which is coming
from a distant location, e.g., up to 100 dB according to [6], and
hence constitutes the principle part in (12). By incorporating
(12) into (11) and recalling (6) and (2) we have

E{rout,kr∗out,k}
= (γk + 1) · E{uout,ku∗out,k}

=
(ηk + 1) |ak|2

(
Ps |hsr,k|2 +Mk

)
1− |ak|2

(
|hrr,k|2 ηk + (γk + 1) |δk|2

) , (13)

where ηk := γk + βk + γkβk. Note that the above derivations
(11)-(13) hold given that all components of the desired signal
(s), noise (mk) and the distortion components (ein,k, eout,k)
are zero mean and mutually independent. In order to obtain an
explicit formulation for SENR

(n)
k , we distinguish the desired

as well as the error plus noise parts of the signal power at
the destination. By exploiting the independence among noise,
error and desired signal components we have

P
(n)
desired,k = Ps · |ak|2

∣∣∣hsr,kh(n)rd,k

∣∣∣2 (14)

P
(n)
destructive,k =

∣∣∣h(n)rd,k

∣∣∣2 (E{rout,kr∗out,k}
− Ps |hsr,k|2 · |ak|2

)
+W (n), (15)

1The relay output signals, i.e., uout,k and rout,k , are generated from the
received signals in the previous symbol duration. The subsequent communi-
cated symbols are assumed zero-mean and independent. The time (symbol)
index is eliminated to simplify the notations.

where P (n)
desired,k, P

(n)
destructive,k respectively represent the power

of the desired and destructive parts of the signal at Dn.

Lemma 1: The worst-case δk ∈ Hk, denoted as δ?k, given
the self-interference channel estimation h̃rr,k is calculated as
δ?k =

ζkh̃rr,k

|h̃rr,k|
.

Proof: It is apparent from (14) and (15) that the desired
power is invariant to the choice of δk. On the other hand, the
value of P (n)

destructive,k is monotonic with respect to the transmit
power from the relay. Hence, the worst-case δk is the one that
minimizes the denominator in (13), or equivalently maximizes
the term: |h̃rr,k + δk|2ηk + (γk + 1) |δk|2. This results in the
δk ∈ Hk with maximum amplitude, and with similar phase as
h̃rr,k, i.e., δ?k =

ζkh̃rr,k

|h̃rr,k|
.

The value of SENR
(n)
k is then formulated in (16) assuming

Rk is active with an arbitrary amplification coefficient (ak),
and self-interference channel estimation error δk. As it is clear
from (16), the phase of ak has no effect on the resulting
SENR. Hence we consider ãk := |ak|2 as our optimization
parameter hereinafter. As it is formulated in (10), our goal
is to maximize the worst-case link quality in the defined
multicast system. The weakest link quality, denoted as ˜SENRk
hereafter, can be hence formulated as a function of the selected
relay and the corresponding amplification coefficient in (17)
and consequently as (18). This is done by applying Lemma
1, and factoring the common channel coefficient h(n)rd,k from
nominator and denominator of (16). It is important to note
that while the value of ˜SENRk approaches zero for ãk → 0
and ãk → ã∞k (ã∞k := 1

bk
, see (18)), it remains positive

and differentiable on all values in the range (0, ã∞k ). By
incorporating (8), and observing the fact that E{rout,kr∗out,k}
is monotonically increasing in ãk, the feasible region for ãk
is determined as ãk ∈ [0, ãk,max], where

ãk,max := Pk ·
(
(1 + ηk)

(
Ps |hsr,k|2 +Mk

)
+ Pkbk

)−1
, 0 ≤ ãk,max < ã∞k . (19)

Note that the identity (18) holds for all feasible ak as ˜SENRk
remains differentiable and continuous within the region 0 ≤
ãk ≤ ãk,max. The problem of maximizing the minimum link
quality for a given selected relay can be hence formulated as

max
ãk

(18),

s.t. 0 ≤ ãk ≤ ãk,max. (20)

By taking the derivative, the stationary points of the objective
function can be achieved as

rk,1 =
−1

ck − bk
+

√
ck/bk

|ck − bk|
,

rk,2 =
−1

ck − bk
−
√
ck/bk

|ck − bk|
, (21)

where bk := |h̃rr,k + δ?k|2ηk + (γk + 1) |δ?k|
2 and ck :=

(1+ηk)(Ps|hsr,k|2+Mk)
`k

∈ R+.



SENR
(n)
k =

P
(n)
desired,k

P
(n)
destructive,k

=
Ps · |ak|2

∣∣∣hsr,kh(n)rd,k

∣∣∣2∣∣∣h(n)rd,k

∣∣∣2 ( (ηk+1)|ak|2(Ps|hsr,k|2+Mk)

1−|ak|2
(
|hrr,k|2ηk+(γk+1)|δk|2

) − Ps |hsr,k|2 · |ak|2) +W (n)

, (16)

˜SENRk : = min
n∈SN , δk∈Hk

SENR
(n)
k = min

n∈SN

 Psãk |hsr,k|2

(1+ηk)ãk(Ps|hsr,k|2+Mk)
1−ãkbk − Ps |hsr,k|2 · ãk +W (n)/|h(n)rd,k|2

 (17)

=
Psãk |hsr,k|2

(1+ηk)ãk(Ps|hsr,k|2+Mk)
1−ãkbk − Ps |hsr,k|2 · ãk + `k

, (18)

where ηk : = γk + βk + βkγk, bk := |h̃rr,k + δ?k|2ηk + (γk + 1)|δ?k|2, `k := max
n∈SN

{
W (n)/|h(n)rd,k|

2
}
, ãk := |ak|2 .

(a) r?k ≤ ãmax,k (b) r?k > ãmax,k

Fig. 3. Possible situations of r? considering the feasible region of ãk . The
dark circle indicates the position of the optimum point.

Lemma 2: The values of rk,1, rk,2 are real for the defined
system. Moreover, there exists exactly one extremum for

˜SENRk in the range ãk ∈ (0, ã∞k ). This extremum is a
maximum and obtained as the smallest non-negative value
among rk,1, rk,2. We name this value as r?k hereinafter.

Proof: Since bk,1, bk,2 ∈ R+, the real-valued nature of
rk,1, rk,2 can be directly concluded from (21). On the other
hand, the value of ˜SENRk approaches to zero as ãk → 0
and ãk → ã∞k , for nonzero values of noise and distortion
components. Since the value of ˜SENRk remains positive,
continues and differentiable in the range (0, ã∞k ) there exists at
least one maximum in this region. In this regard, two scenarios
are probable. If 0 < bk,1 < bk,2, then rk,2 < 0 and rk,1 is
the only extrema in the positive region. On the other hand, if
bk,1 > bk,2 > 0 we have rk,1, rk,2 ∈ R+. In this case we have

rk,1 =
1

bk,1 − bk,2
+

√
bk,2/bk,1

|bk,2 − bk,1|
>

1

bk,1 − bk,2
>

1

bk,1
= ã∞k .

The above argument concludes that we never face with two
stationary points in the region (0, ã∞k ), and the only root which
is located in the aforementioned region, is the single SENR-
maximizing point we have been looking for, i.e., r?k.

The above Lemma leaves us with ãk = r?k as the SENR-
maximizing point in the region (0, ã∞k ). If r?k ≤ ãk,max

(feasibility condition), then r?k represents the value of opti-
mal ãk, see Fig. 3-a. On the other hand, since the ˜SENRk
function has no other extrema in the aforementioned region,
if r?k > ãk,max then ˜SENRk is an increasing function of ãk
inside its feasible region. In such a case, the optimal ãk is
located on the boundary of the feasible region where ãk holds
the maximum feasible value, see Fig. 3-b. Hence we always
achieve the optimal ãk as

ã?k = min {r?k, ãk,max} , a?k =
√
ã?k, (22)

where a?k represents the optimum relay amplification coeffi-
cient, assuming that Rk is selected as the active relay. It is
worth mentioning that due to the single operation of the relay
node, the phase of a?k does not affect the objective as it is clear
from (17), (18). The corresponding minimum link quality is
then calculated via (18) and the relay node which offers the
highest minimum link quality, will be the selected relay to
forward the message from the source. The performance of the
defined FD relaying together with the obtained optimal design
is demonstrated in Section VI with respect to different system
parameters.

A. Computational Complexity

It should be noted that while the proposed design is based
on further knowledge of the loopback interference path and
gathering the data to a centralized node, it does not add a
significant solution complexity in comparison to the traditional
designs with simplified distortion models. From (22) and the
formulation in (21), the overall required design computation
is calculated as 2N +21K floating-point operations (FLOPs).
The aforementioned amount is very small, in comparison with
the capability of the commonly used processors.

As we have observed from above analysis, while the effi-
ciency of the FD relaying can be increased due to simultaneous
transmission and reception, the system behavior is different
from the previous HD schemes due to the nature of the
resulting residual interference. In the following we study the
resulting system behavior for two extreme scenarios.

IV. SYSTEM BEHAVIOR IN EXTREME SCENARIOS

In this part we investigate the behavior of the optimal
design for different special cases. In particular, we investigate
the case where the distortion components at the FD relay nodes
are negligible due to the sufficient precision of the hardware
components, as well as the case where the noise power is ig-
norable at the destination nodes. The aforementioned scenarios
respectively correspond to the FD system with high dynamic
range and the system which operates in a high SNR region.

A. Special case: W (n) → 0, Mk → 0

This scenario corresponds to the case where the receiver
thermal noise floor is ignorable compared to the incoming



signal power at the receiver ends. By applying the above
assumptions to (16) we formulate the corresponding SENR
values as

min
n∈SN

SENR
(n)
k =

Ps · |ak|2 |hsr,k|2
(1+ηk)|ak|2Ps|hsr,k|2

1−|ak|2bk
− Ps |hsr,k|2 · |ak|2

=
1

(1+ηk)

1−|ak|2bk
− 1

. (23)

As it is clear, (23) is monotonically decreasing in ãk in the
feasible range. Hence as the value of ãk approaches zero,
the resulting SENR

(n)
k corresponding to the weakest link

approaches to 1
ηk

= (βk + γk + βkγk)
−1 as the upper bound

to the optimal achievable minimum SENR. Nevertheless, this
value may never be achieved in practice as the presence of
any noise components results in zero SENR at the destination
nodes for an extremely small choice of ãk. We recall that in
the current scenario, the performance is limited only by the
effects of limited system dynamic range (i.e. inaccuracies in
ADC, DAC, ...) and limited digital domain estimation accuracy,
excluding the effect of the thermal noise on the receiver front
end.

B. Special case: βk, γk, ζk → 0

This case corresponds to a FD system with accurate
function of the involved transceiver components. In practice
this can be approached by using more accurate elements in
the system (e.g., ADC module with higher resolution) and
effective passive isolation between Tx and Rx which alleviates
the effects of distortion components. In this scenario the SENR
formulation is significantly simplified and second order terms
at the denominator of (18) disappear:

min
n∈SN , δk∈Hk

SENR
(n)
k =

Ps · ãk |hsr,k|2

ãkMk + `k
, (24)

which is a monotonically increasing function with respect to
ãk and results in the maximum amplification at the relay in
the optimum point. We should note that this is the similar
problem structure to the equivalent HD system, where the self-
interference does not exist at the relays [36]. Nevertheless,
higher efficiency is achieved due to FD operation at the relay
nodes, which results in doubling the achievable communication
rate.

C. System behavior interpretation

As we have observed, the two aforementioned extreme
scenarios lead to opposite optimal designs in terms of trans-
mit power. In the first case, where system performance is
dominated by the distortion components, the system tends to
consume a very small power at the relay node. Furthermore,
increasing the transmit power from the source doesn’t affect
the resulting performance bound, which is obtained as 1

ηk
.

On the other hand, the maximum relay power is used in
the second case where distortion components are ignored and
system performance is limited by noise. In this case, increasing
Ps results in the higher link quality. As it is partly described
in Section II, the opposite behavior of the aforementioned
cases stems from the fact that the variance of the distortion

components, unlike the noise components, are dependent on
the Tx and Rx signal power at the corresponding chain,
see Fig. 2. Unlike the HD scenario where the maximum
transmit power is used at optimality, this observation reveals
the significance of power optimization at the FD relays, prior
to relay selection.

V. AMPLIFY-AND-FORWARD VS.
DECODE-AND-FORWARD FD RELAYING UNDER RESIDUAL

SELF-INTERFERENCE

In this part, we study the performance of the defined sys-
tem, assuming the relay decodes the interference-suppressed
received signal, rsupp, prior to amplification. We assume a
single relay, single destination system, i.e., K = 1, N = 1,
and drop the indexes k, n from the notations in this section,
for simplicity. As the result (2) can be formulated as

rout = a · ρ
(
rsupp

)
+ eout, (25)

where ρ
(
·
)

represents the decoding process in the relay. The
end-to-end rate of the relay channel can be written as [37],
[38]

Rs-d = min
(
Rs-r, Rr-d

)
, (26)

where Rs-d, Rs-r, Rr-d respectively represent the communication
rates corresponding to the source-to-destination, source-to-
relay, and the relay-to-destination paths. Assuming Gaussian
distribution for the source signal, noise and distortion com-
ponents, we can formulate an equivalent SENR form of (26)
as

Rs-d = log2
(
1 + min

(
ωs-r, ωr-d

))
, (27)

ωs-r ≈
Ps |hsr|2

bã+M
, ωr-d ≈

ã |hrd|2

W
, (28)

where ωs-r and ωr-d are the resulting SENR in the source-to-
relay and relay-to-destination paths. The noise variance at the
relay and destination are denoted as M , and W , and ã :=
|a|2 and b := |h̃rr + δ?|2η + (γ + 1)|δ?|2 , see (18). Note
that assuming E{ss∗} = 1, the relay’s transmit power can be
closely approximated as ã. In the current setup, due to the
single relay operation, the resulting SENR is invariant to the
phase of the amplification coefficients. As it can be observed
from (28), the value of ωs-r is monotonically decreasing, and
ωr-d is monotonically increasing with respect to ã. Hence the
maximum Rs-d occurs either as the relay power constraint is
tight, or as the values of ωr-d and ωs-r are equal. In this way
we have

ã? = min

(
Pmax,−

M

2b
+

√
M2

4b2
+
WPs |hsr|2

b |hrd|2

)
,

a? =
√
ã?∠θ, (29)

where the angle θ can be chosen arbitrarily, and a? represents
the optimal relay amplification assuming the DF relay strategy,
following (25). Consequently, the resulting end-to-end rate
corresponding to (28) and (27) represents the achievable rate
with DF relaying strategy.



A. Distortion loop in DF-FD relays

As we recall for an AF-FD relay, the behavior of distortion
loop is grounded in the dependency of the transmit power to
the residual self-interference power, and simultaneously the
dependence of the relay transmit power to the power of the
residual interference components. As it is apparent, due to
the decoding process such a dependency does not exist for
a regenerative relaying scheme and hence the corresponding
performance degradation is avoided for a DF-FD relay. This
can be mathematically seen from the linear dependency of
error variance in the denominators in (28), compared to the
denominator in (18).

In Section VI, a numerical comparison is made between
the performance of the FD relays, applying DF and AF
strategies and the obtained optimal performance under residual
interference, i.e., (22) and (29).

VI. SIMULATION RESULTS

In this part, we investigate the behavior of the proposed
optimal designs via Monte Carlo simulations. We assume all
channels follow the uncorrelated Rayleigh flat-fading model,
and average the results over 1000 channel realizations. The
resulting minimum end-to-end rate, corresponding to the weak-
est source-to-destination link and the worst-case channel esti-
mation error for the defined multicast system is depicted in
Figs. 4-7. In Fig. 4 the proposed optimal design in Section
III is applied to study the system performance for different
parameters. As it is observed, the resulting system perfor-
mance is significantly dependent on the noise levels at the
destination and at the relay nodes, Wn = W, ∀n ∈ SN ,
Mk = M, ∀k ∈ SK , number of relay and destination
nodes, K, N , and the distortion levels at the Rx and Tx
chains, βk = β, γk = β, ∀k ∈ SK . Unless otherwise
stated we choose γ = β = −40 dB, K = 10, N = 10,
W = M = −40 dBW, Ps = Pk = 0dBW, and E{|hrr,k|} =
0dB, E{|hsr,k|} = E{|h(n)rd,k|} = −30 dB, ∀k ∈ SK , n ∈ SN
as the default values for our system parameters. On the other
hand, in order to observe the significance of the power opti-
mization with accurate modeling of the transmit and receive
chains imperfections, we provide a comparison between the
proposed optimal design, and the available solutions in Figs. 5-
7. The resulting minimum end-to-end rate, corresponding to
the weakest link and the worst-case channel estimation error
is illustrated for different noise and distortion and channel
estimation inaccuracy levels. ‘Optimal’ represents the proposed
design in Section III for optimal relay selection and power
adjustment. ‘Maximum Amplification’ method simplifies the
results of Section III by using the maximum feasible amplifi-
cation in the relay as the transmission and selection strategy,
see (19). ‘Random Sel’ represents the method where the
selection is done randomly among the available relays, and
‘Simplified Model’ refers to the method using the applied
model in [26] where the residual self-interference is treated as
an additional noise component with a known variance, σ2

int.
The significant performance gain compared to the traditional
designs is observed in Fig. 6. This is expected, recalling
the opposite nature of the optimal solution compared to the
traditional design for high SNR regions which is discussed in
Section IV. In Fig. 8 a comparison is made for a single relay,
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single destination system between DF-FD and AF-FD relaying
schemes in the presence of distortion loop. The decoding gain
is observed over various noise and distortion intensities. The
distortion coefficient b includes the combined effect of the
inaccuracies in the Tx/Rx chain components, as well as the
worst-case self-interference channel estimation, see (18). The
obtained optimal designs are applied for both relaying schemes
to perform a fair comparison, see (22) and (29). In Fig. 9
the relative gain of a DF-FD relay, i.e., RDF−RAF

RAF
where RDF

and RAF represent the obtained rate for DF and AF cases, is
observed. As it is shown, as the relative gain remains constant
and small where the system performance is dominated with
noise (the effect of distortion loop is ignorable, similar to HD
setup), as the distortion components become dominant this
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ratio increases dramatically. This effect, once again, reinforces
the consideration of the resulting distortion loop, as described
earlier.

VII. CONCLUSION

It is already known that for a system with FD operation,
the performance can be degraded due to the residual self-
interference, remaining from the self-interference cancellation
process. In this work, we have shown that a FD and non-
regenerative (AF) relaying system suffers additionally from a
distortion loop, connecting the power of the transmit signal to
the residual interference components: As the transmit power
from the relay increases, the resulting inaccuracies increase
both in Tx and Rx chains. These inaccuracies remain as
residual interference components, which are then amplified in
the relaying process and further increase the transmit power. In
this work, we have analytically studied the effects of this power
loop, for a relaying system with multiple destinations. We have
particularly observed how the aforementioned effect deviates
the optimal design structure from the traditional designs where

simplified assumptions are used. The significance of the stud-
ied effect has been further observed by a comparison between
the defined AF-FD relaying setup to a DF-FD counterpart,
where the distortion loop can be alleviated via decoding. The
simulation results in Section VI, as well as the analysis in
Section IV, reinforce the importance of the proposed approach.
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