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Abstract

In response to the ever increasing traffic demand in mobile communication networks, e.g. LTE, features for radio resource
aggregation are discussed. LTE Dual Connectivity (DC), standardized in 3rd Generation Partnership Project (3GPP)
Release 12, is envisaged to improve the end-user performance by increasing the user throughput. This is achieved by
aggregating resources from two separate eNBs operating on different carrier frequencies. In a heterogeneous network these
eNBs are typically a Macro eNB providing large scale coverage, and a Pico eNB to boost capacity locally. The serving
eNB can directly transmit a part of the buffered packets to the User Equipment (UE) while a second part is offloaded to a
second eNB for transmission to the UE from there. We evaluate the end-user benefits of LTE DC in a realistic heterogeneous
network deployment considering typical internet traffic types of today, e.g. webpage downloads. Our results show gains for
the end-users with DC depending on the traffic type. This indicates that not only the achievable user throughput, but also the
amount of data buffered in the eNBs and the latency dependency of the considered traffic determine the end-user experience.
This work shows that DC is mostly beneficial when buffering in the eNBs occurs. Furthermore, for the worst users in the
system, i.e. the cell edge users, DC enables to significantly reduce the webpage download times especially at medium system
load. Therefore, DC can be considered an interesting feature to be added to LTE networks to cope with the increasing traffic
demand of the upcoming years.

1 Introduction

Overall, mobile data traffic is exponentially growing within
the next years, with a ten-fold increase forecast by the end
of 2021 [1]. This ever increasing traffic demand in mobile
communication networks is mostly (and will continue to
be) due to the high spread of connected devices, especially
smartphones and the increased usage of mobile data. For
that, mobile operators have started to improve and densify
the existing LTE radio networks with the deployment of
small cells within the macro cell coverage, i.e. heterogeneous
network deployments. The small cells are deployed for of-
floading the macro cells and improving outdoor and indoor
coverage as well as cell edge user performance. Therefore,
new LTE network features, such as Dual Connectivity (DC),
have been introduced in order to provide an enhanced end-
user experience, e.g., by aggregating radio resources from
different cells and thus increasing the user throughput.
In DC, introduced in 3rd Generation Partnership Project
(3GPP) Release 12 [2] and depicted in Figure 1, a user
equipment (UE) may utilize radio resources aggregated from
two separate eNBs operating on different carrier frequencies
and connected with a non-ideal backhaul channel, i.e. a

typical backhaul such as DSL access which comprises a
large delay [3]. With a non-ideal backhaul channel between
the eNBs, not only the deployment of the nodes becomes
more flexible but it also allows the schedulers to operate
independently. The involved eNBs, typically a macro cell
and a pico cell, are denoted as Master eNB (MeNB) and
Secondary eNB (SeNB).

Slide title  

44 pt 

 

 

 

 

 

 

Text and bullet level 

1 

 minimum 24 pt 

 

Bullets level 2-5 

minimum 20 pt 

 

 

 

 

Characters for Embedded font: 
!"#$%&'()*+,-
./0123456789:;<=>?@ABCDEFGHIJKLMNOPQR
STUVWXYZ[\]^_`abcdefghijklmnopqrstu
vwxyz{|}~¡¢£¤¥¦§¨©ª«¬®¯°±²³´¶·¸¹º»¼½ÀÁÂÃ
ÄÅÆÇÈËÌÍÎÏÐÑÒÓÔÕÖ×ØÙÚÛÜÝÞßàáâãäå
æçèéêëìíîïðñòóôõö÷øùúûüýþÿĀāĂăąĆćĊ
ċČĎďĐđĒĖėĘęĚěĞğĠġĢģĪīĮįİıĶķĹĺĻļĽľŁłŃń
ŅņŇňŌŐőŒœŔŕŖŗŘřŚśŞşŠšŢţŤťŪūŮůŰű
ŲųŴŵŶŷŸŹźŻżŽžƒȘșˆˇ˘˙˚˛˜˝ẀẁẃẄẅỲỳ–—
‘’‚“”„†‡•…‰‹›⁄€™ĀĀĂĂĄĄĆĆĊĊČČĎĎĐĐĒĒĖĖĘĘ
ĚĚĞĞĠĠĢĢĪĪĮĮİĶĶĹĹĻĻĽĽŃŃŅŅŇŇŌŌŐŐŔŔŖŖŘ
ŘŚŚŞŞŢŢŤŤŪŪŮŮŰŰŲŲŴŴŶŶŹŹŻŻȘș−≤≥fifl 

 

ΆΈΉΊΌΎΏΐΑΒΓΕΖΗΘΙΚΛΜΝΞΟΠΡΣΤΥΦΧΨΪΫΆ
ΈΉΊΰαβγδεζηθικλνξορςΣΤΥΦΧΨΩΪΫΌΎΏ 

ЁЂЃЄЅІЇЈЉЊЋЌЎЏАБВГДЕЖЗИЙКЛМНОПРС
ТУФХЦЧШЩЪЫЬЭЮЯАБВГДЕЖЗИЙКЛМНОП
РСТУФХЦЧШЩЪЫЬЭЮЯЁЂЃЄЅІЇЈЉЊЋЌЎЏѢ
ѢѲѲѴѴҐҐәǽẀẁẂẃẄẅỲỳ№ 
 

 

 
 
 
 
 

 
Do not add objects 

or text in the footer 

area 

UE 

Master eNB 

(MeNB) 

non-ideal backhaul (> 10ms) 

f1 
f2 

Secondary eNB 

(SeNB) 

Figure 1 LTE Dual Connectivity (DC)

Two different DC user plane architectures are described
in [2]: one in which the user plane data terminates in the
MeNB and it can be transferred from the MeNB to the SeNB
via the backhaul channel, and a second architecture where the



user plane data can terminate in the SeNB as well. The first
option, which is of interest in this work, is called DC split
bearer architecture and it is depicted in Figure 2. The MeNB
is the controlling node of the UE within this architecture,
i.e. it terminates the control plane connection towards the
UE. For the downlink user plane transmission, the UE may
utilize aggregated radio resources from the MeNB as well
as the SeNB. The aggregation point is at the MeNB Packet
Data Convergence Protocol (PDCP) layer [4]. There, the
MeNB may transmit PDCP packets to the UE via itself or
by offloading part of the traffic via the non-ideal backhaul
channel to the SeNB for further transmission to the UE. On
the other hand, in Release 12 for the uplink user plane, the
UE can transmit packets to the network only via one of the
eNBs.
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Figure 2 Dual Connectivity split bearer architecture

The PDCP packets are encapsulated IP packets (e.g. from
internet traffic). Since these IP packets typically originate
from a latency dependent traffic type, e.g. web browsing
traffic, it is critical that the MeNB transmits the packets as
fast as possible to the UE. For that, we introduce in this work
a method to take a forwarding decision for each required
packet at the MeNB. The decision relies on selecting the path
with the lowest estimated packet delay to the UE.
To evaluate and analyze the end-user benefits of LTE DC, we
take into consideration typical internet traffic types of today:
large file transmissions and multiple small file transmissions.
Large file transmissions, e.g. FTP large file size downloads,
can be considered as full-buffer traffic, whereas multiple
small file transmissions, e.g. webpage downloads, as a bursty
traffic. Depending on these traffic types, the eNB may require
to buffer packets before its MAC scheduler finds the next
transmission opportunity for the respective UE (as depicted
in Figure 3). For DC, the buffering of packets may occur at
the eNB PDCP layer.
The paper is outlined as follows. Section 2 describes the
PDCP buffer splitting method which is proposed within this
work to efficiently forward the packets to the UE via either
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Figure 3 Buffering of Packets at the eNB

the MeNB or the SeNB. Simulation assumptions are given in
Section 3. Section 4 provides performance evaluation results
of the potential end-user benefits of DC. Finally, Section 5
concludes the paper.

2 Delay Compensated PDCP Buffer
Splitting

The MeNB needs to forward the PDCP packets, Protocol
Data Units (PDUs), to the UE via either the MeNB itself
or via the non-ideal backhaul channel and the SeNB. For
that, the MeNB performs a PDCP buffer splitting, i.e. the
MeNB takes a forwarding decision for each packet in order to
select the transmission path to the UE. Therefore, we propose
within this work a new method based on a deterministic fluid
approximation and feedback information in order to select
the fastest path for each packet to reach the UE.
The deterministic fluid approximation is used in the MeNB
to estimate the delays of a packet being transmitted to the
UE at a time t via the MeNB or the non-ideal backhaul
channel and the SeNB. Based on Figure 2, the estimation of
the delays is done by the MeNB buffer splitter and it relies on
the queuing delay in the MeNB buffer and the SeNB buffer,
as well as the backhaul channel delay. Thereby, the MeNB
takes the forwarding decision based on the estimation of
the packet delays. In order to accurately take the forwarding
decisions, this method comprises the estimation of the SeNB
queuing delay at the time when the desired packet would
arrive at the SeNB buffer, i.e. at t +TDL, wherein TDL is the
backhaul downlink delay. The forwarding decision is defined
as follows:

Forward packet via

{
MeNB, if DM(t)6 DS(t +TDL)+TDL

SeNB, if DM(t)> DS(t +TDL)+TDL.
(1)

On the one hand, DM(t) is the MeNB queuing delay (in
seconds) of the desired packet at the current time t

DM(t) =
qQ

M(t)
µM(t)

, (2)

where qQ
M(t) is the current MeNB buffer level (in bits) and

µM(t) is the current MeNB throughput (in bit/s).
On the other hand, DS(t +TDL) is the SeNB queuing delay
(in seconds) of the desired packet at the time t +TDL

DS(t +TDL) =
qQ

S (t +TDL)

µS(t +TDL)
, (3)



where qQ
S (t + TDL) is the SeNB buffer level (in bits) and

µS(t + TDL) is the SeNB throughput (in bit/s) at the time
t +TDL.
To estimate the SeNB queuing delay, the MeNB requires
information about the SeNB buffer state. Therefore, this
method comprises that the SeNB sends periodically a feed-
back report via the backhaul channel to the MeNB. This
feedback report includes the current SeNB buffer level qQ

S (t)
(in bits), the current SeNB throughput µS(t) (in bit/s) and the
backhaul downlink delay TDL (in seconds).
As the feedback is transmitted over the backhaul channel,
it is delayed by the backhaul uplink delay TUL. Hence, the
PDCP buffer splitting needs to be delay compensated. For
that, the MeNB considers the backhaul delays TDL and TUL
to adjust the SeNB feedback information.

2.1 Deterministic Fluid Approximation
based on a Recursive Feedback Loop

Complex networks are very demanding to model and analyze
with methods of queuing theory [5]. Therefore, other meth-
ods have been analyzed and developed for communication
network analysis and flow control techniques, e.g. rate-
based flow control mechanisms based on fluid approxima-
tions [6],[5],[7]. Based on this, we consider a fluid approx-
imation to analyze and determine the queue states involved
during the PDCP buffer splitting. The main idea of a fluid
approximation is to define a deterministic process for the
evolution of a stochastic process [6], i.e. assuming no ran-
domness in the new states of the system. Thereby, we can
replace all those discrete incoming and outgoing data packets
by continuous deterministic data rates. The SeNB queue state
analysis is depicted in Figure 4. In this case, the MeNB buffer
splitter needs to estimate the SeNB buffer level in order to
take decisions about forwarding packets over the backhaul
channel.
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Figure 4 SeNB Queue State Analysis

Based on Figure 4, we define the fluid approximation relying
on the downlink data rate rDL,M(t) currently outgoing from
the MeNB buffer splitter to the SeNB buffer, the current data
rate rDL,M(t − TDL) arriving at the SeNB buffer, the initial
SeNB buffer level qQ

S (t0) and µS(t) as follows:

qQ
S (t) = max

{
0, qQ

S (t0)+
∫ t

t0(rDL,M(τ−TDL)−µS(τ))dτ

}
. (4)

Taking into consideration the feedback report and (4), the
MeNB can estimate the current SeNB buffer level by adjust-
ing the received SeNB buffer level qQ

S (t−TUL) based on the
incoming packets and the already transmitted packets at the
SeNB from t −TUL to t. Similarly, the MeNB can estimate
the SeNB buffer level at the desired time t +TDL. Moreover,
since the throughput µS(t) changes over the time according
to the SeNB scheduler, it can be demanding for the MeNB
to estimate its behavior. Therefore, a further aspect of this
method is to avoid cross-layer operations and to assume µS(t)
as constant from t−TUL to t +TDL. Thus, the estimation of
the SeNB buffer level is defined as follows:

q̂Q
S (t) = max{0, qQ

S (t−TUL)+
∫ t

t−TUL

rDL,M(τ−TDL)dτ

−µS(t−TUL)∗TUL},

q̂Q
S (t +TDL) = max{0, q̂Q

S (t)+
∫ t+TDL

t
rDL,M(τ−TDL)dτ

−µS(t−TUL)∗TDL},
(5)

where µS(t − TUL) is the received SeNB throughput at the
time t.
Finally, the MeNB estimates the SeNB queuing delay of
the desired packet at the time t + TDL relying on (3) and
(5). Likewise, the MeNB can estimate its own queuing
delay based on its current buffer level and throughput. This
estimation is straightforward taking into account that there is
no backhaul channel between the splitter and the buffer. With
the estimated queuing delays, the MeNB takes the forwading
decision for the desired packet based on (1).

3 Simulation Assumptions

The main objective of this work is to evaluate the potential
end-user benefits of LTE networks with the Dual Connec-
tivity (DC) feature. The LTE DC performance is compared
with the LTE single connectivity performance, i.e. for users
connected only to either a macro cell or a pico cell.
The performance evaluation has been done with an LTE
system simulator which explicitly models each protocol
layer involved in the data transfer between the application
server and the UEs through LTE. This simulator comprises
a realistic heterogeneous network deployment for a dense
urban scenario in an Asian city inspired by downtown Tokyo
and Seoul. The network deployment is well-tuned (related
to coverage and pathloss geometry) with real measurements
from the deployed network in these cities.
The center area of this Asian city (∼ 0.5km2) is covered
by 10 macro sites (with three macro cells per site) and an
inter-site distance (ISD) of 200m. Within the center area, 30
pico nodes (3 pico/macro site) are deployed. The macro base
station transmit power reaches 46 dBm, whereas the pico
nodes transmit at 30 dBm. The network deployment is an
inter-frequency scenario with two 10 MHz carriers: macro
cells operating at a carrier frequency of 900 MHz and pico



cells operating at a carrier frequency of 2 GHz. The users
are generated in the simulation area according to a Poisson
process with an indoor user probability of 90%.
DC is activated only between cells operating on different
carrier frequencies in order to avoid interference, according
to [2]. The backhaul channel between the macro and pico
nodes is defined with a typical throughput of 100 Mbit/s [3].
In order to analyze the backhaul channel delay impact,
DC was evaluated for different delays: 0ms (ideal backhaul
channel), 10ms and 30ms. The PDCP buffer splitting is based
on the delay compensated PDCP buffer splitting method
described in Section 2.
For the evaluation, we initially generate the traffic with
the widely used File Transfer Protocol (FTP) traffic model
(16 MB file size transmissions). Subsequently, we also con-
sider a web traffic model, which was developed within this
work, to further analyze the LTE DC performance with a very
bursty and latency dependent traffic (several small file trans-
missions). The web traffic model is based on traffic measured
from the current Top 25 most popular web sites [8]. This
model consists of a web client and a web server supporting all
the Hypertext Transfer Protocol (HTTP) versions within the
Top 25, i.e. the HTTP versions (HTTP/1.1 [9], HTTPS [10]
and HTTP/2 [11]) are explicitly modeled. The FTP users
transfer a single file, whereas the web users load a web page
of the Top 25. Once the respective transfer or download has
finished, the user disappears from the LTE system. For the
simulations, mobility is not considered for the users.

4 Simulation Results

The average of the user observed bit rate achieved for 16
MB FTP file transfers and different traffic loads is shown in
Figure 5. The traffic load is defined based on the average
of the user data volume per month: low load between 0 to 4
GB/month/user, medium load between 4 to 9 GB/month/user
and high load above 9 GB/month/user.
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Figure 5 Average user observed bit rate and gains for 16
MB FTP file transfers

As can be observed, at low and medium loads DC has an
enhanced performance compared to single connectivity due

to the traffic offloaded via the aggregated resources, i.e. the
more available resources per UE, the higher the throughput.
Therefore, the buffer becomes empty faster. It also shows that
DC does increase the user throughput even though a non-ideal
backhaul channel is implemented between the eNBs. All the
DC results show gains above 50% for low loads and above
30% for medium loads. The impact of the backhaul channel
delay is not significant since there are many packets to be
potentially buffered. When the system is highly loaded, single
connectivity as well as DC become worse due to limited
available resources, i.e. low throughputs.
On the other hand, the average of the user observed bit rate
achieved for downloading the Top 25 web sites and for differ-
ent traffic loads is shown in Figure 6. The results show also an
enhanced user experience by the aggregation of a secondary-
cell. Nevertheless, the gains of DC are smaller (compared to
the obtained results with large file transmissions). It means
that when the packets arrive to the eNB in a bursty manner,
the aggregation of resources via a secondary-cell (i.e. the
SeNB) is less beneficial. In other words, less packets need to
be buffered at the MeNB for bursty traffic and therefore the
MeNB buffer queuing delay becomes lower than the delay of
forwarding the packets to the UE via the backhaul channel
and the SeNB.
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Figure 6 Average user observed bit rate and gains for
downloading randomly web sites from the Top 25

Nevertheless, analyzing further potential end-user benefits
of DC, the average of the user observed bit rate achieved
by the cell edge users downloading the same web page
(www.youtube.com) is depicted in Figure 7. The results show
that the end-user experience is significantly improved, even
for a backhaul channel delay of 30ms. DC thus provides
very high gains for cell edge user,s especially at medium
loads (a peak gain of more than 80% compared to single
connectivity). The reason for the highest gains at medium
loads is because the system has less available resources and
therefore the throughput for those UEs become lower, i.e.
more buffering may occur and thus with DC more packets
can be potentially offloaded via the SeNB. This means that
the system can aggregate throughput to those cell edge users.
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Figure 7 Cell Edge Users - Average user observed bit rate
and gains for downloading www.youtube.com

5 Conclusion

This paper has evaluated and analyzed the potential end-
user benefits of LTE DC in a realistic heterogeneous network
deployment considering two types of traffic: full-buffer traf-
fic, e.g. large file transfers, and bursty traffic, e.g. small file
transfers as in webpage downloads. For the evaluation, a new
method has been developed and considered within this work
to efficiently route packets to be transmitted to the UE at the
PDCP layer via either the MeNB or via the backhaul channel
to the SeNB. Furthermore, the performance evaluation has
been done using the FTP traffic model and a web traffic
model which has been developed based on traffic measured
from the current Top 25 most popular web sites.
The results have shown that the end user performance im-
proves by offloading loaded eNBs buffers with LTE DC.
For large file transmissions, DC provides high gains for the
end-users since there are always packets in the buffer and
therefore full potential of offloading traffic via the SeNB
exists, i.e. the users can significantly increase the throughput
by the resources aggregated from two eNBs. At low and
medium loads, the DC system gains are in the order of
50% on average compared to single connectivity. On the
other hand, the results have shown that for bursty traffic like
web browsing, buffering in the network nodes occurs only at
medium to high system loads and specially for the cell edge
users. There, DC is able to provide higher user achievable
throughput and therefore the buffers can be offloaded and
emptied faster. The results have indicated that those users
with the worst quality within the network gain more than 80%
in throughput, which means e.g. that a website is downloaded
in half the time with DC.
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