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Solution of Problem 1

The radii r; = min{R;, C;} of the discs are calculated by the aid of R; = Y}, |a;;| and
i

Cj = Yit1|ail, and are given in the following table. The diagonal elements of A are the

17]
centers of the discs.

Table 1: The centers and radii of Gerschgorin’s circles

Q4 T R, | C;
10 [ 0.8 2.0]0.8
9 0.8 08 1.1
5+1 [ 0.5 |1 0.5 | 1.4
6 1.0 1.0 1.1
1 0.6 07106

Tt = W N | .

From the below figure we can observe that all areas of the circles are located on the right side
of the plane. But having positive eigenvalues is not sufficient for A being positive definite.
Since it is not symmetric, it will not be positive definite. Furthermore, we observe the limits
Amin = 55 — s = 0.4 and M. = a11 +71 = 10.8. Note that since the disc located at ass is
disjoint from the others it contains exactly one of the eigenvalues.
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Solution of Problem 2

Using Schur’s inequality the region in which all eigenvalues of the matrix A are concentrated,
is a circle at zero with radius given by || A||3 = 246.74. The calculation of || A||3 is usually a



simple task and it only delivers a rough idea about the location of eigenvalues. The solution
by Gerschgorin yields better results at the cost of computational complexity:.

Solution of Problem 3
Note that both v and § are positive. Rewrite (14 ,/7)* as (1-1+ /3 - \/%)2 and apply the
>

Cauchy-Bunyakovsky-Schwarz inequality to obtain (1 + 8)(1+ %) > (1 + V)% Equality
holds, when (1, +/5) and (1, %) are linearly dependent, i.e., for § =~ = 1.

Solution of Problem 4

a) The dominant eigenvalue Agom is visible when the ratio 7o = £ is less than B2 With
Baom = P2 = 0.5 we obtain nyi, = ng = B% = 2000. For this number of samples, the
dominant eigenvalue of the sample covariance S,, tends to (14 /72)* = (1 +0.5)* =
2.25 > 1.5. The distance (vs, Vgom) = Lom/BY g equal to zero. Figure 1 shows eigenvalue

. . 1-v1/b1
distributions for this choice.
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Figure 1: Eigenvalues of S,, for Spike model with 5; = 0.2, 5, = 0.5, n = 2000

b) To see both eigenvalues the ratio 7, = n% must be less than 2. With 8, = 0.2 we
obtain n; = 4 = 12500. For this number of samples, the dominant eigenvalue A\qop of

1
the sample covariance S,, tends to (14 f2)(1+ 31) =1.5-1.08 =1.62~ 1.5 =1+ 3.

The distance (v2, Vgom) = 1:272 is equal to 0.913 &~ 1 which shows that v, is nearly a

unit norm vector parallel to the dominant eigenvector vgoy,. Figure 2 shows eigenvalue
distributions for this choice.

By enlarging n to 50000 both eigenvalues §; and 2 become visible in the Marchenko-
Pastur density as shown in Figure 3.
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Figure 2: Eigenvalues of S,, for Spike model with 5; = 0.2, 5, = 0.5, n = 12500
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Figure 3: Eigenvalues of S,, for Spike model with 5; = 0.2, 5, = 0.5, n = 50000



