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Problem 1. (Centering Matrix)
For a set of column vectors x(1), . . . ,x(n) ∈ Rk and the centering matrix Ek = Ik − 1

k
1k1T

k ∈
Rk×k, let X ∈ Rn×k be X = [x(1), . . . ,x(n)]T and x(j) = 1

k

∑k
i=1 x

(j)
i , where x(j)

i is the i-th entry
of x(i).

a) Show that Ekx(j) = x(j) − x(j)1k.

b) Show that the (i, j)-th entry of EkXT is given by x(j)
i − x(j).

c) Show that ∑k
i=1

(
EkXT

)
i,j

= 0 for any j ∈ {1, 2, . . . , n}.

Problem 2. (Characterization of Euclidean Distance Matrices)

a) Show that if D(X) ∈ Rn×n is a distance matrix, then show that:

−1
2D(2)(X) = XXT − 1nx̂T − x̂1T

where x̂ = 1
2 [xT1 x1, . . . ,xTnxn]T .

b) Consider −1
2En∆(2)En, which is non-negative definite and rk(−1

2En∆(2)En) ≤ k, then
there exists n× k matrix X such that

−1
2En∆(2)En = XXT , and XTEn = XT .

c) A matrix with zero diagonal elements is called hollow matrix. Prove that if A is a
symmetric hollow matrix, then A = 0 if and only if EnAEn = 0.

Problem 3. (Spike model II)
Show that if β > √γ then (1 + β)(1 + γ

β
) > (1 +√γ)2.


